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Introduction

This book contains a selection of papers accepted for presentation and discussion at
the 2017 International Conference on Software Process Improvement (CIMPS’17).
This Conference had the support of the CIMAT A.C. (Mathematics Research
Center/Centro de Investigación en Matemáticas), SEZAC (Secretaria de Economía
del Gobierno de Zacatecas, México), AISTI (Iberian Association for Information
Systems and Technologies/Associação Ibérica de Sistemas e Tecnologas de
Informação), ReCIBE (Revista electrónica de Computación, Informática, Biomédica
y Electrónica), DLS Venture Capital, Heltex (Una esperanza de Vida). It will take
place at Palace of Conventions of Zacatecas, Zacatecas, México, from October 18 to
20, 2017.

The International Conference on Software Process Improvement (CIMPS) is a
global forum for researchers and practitioners that present and discuss the most
recent innovations, trends, results, experiences, and concerns in the several per-
spectives of Software Engineering with clear relationship but not limited to soft-
ware processes, Security in Information and Communication Technology, and Big
Data Field. One of its main aims is to strengthen the drive toward a holistic
symbiosis among academy, society, industry, government, and business community
promoting the creation of networks by disseminating the results of recent research
in order to aligning their needs. CIMPS’17 built on the successes of CIMPS’12,
CIMPS’13, CIMPS’14, which took place on Zacatecas, Zac, CIMPS’15 which took
place on Mazatlán, Sinaloa, and CIMPS’16 which took place on Aguascalientes,
Aguascalientes, México.

The Program Committee of CIMPS’17 was composed of a multi-disciplinary
group of experts and those who are intimately concerned with Software
Engineering and Information Systems and Technologies. They have had the
responsibility for evaluating, in a ‘blind review’ process, the papers received for
each of the main themes proposed for the Conference: Organizational Models,
Standards and Methodologies, Knowledge Management, Software Systems,
Applications and Tools, Information and Communication Technologies and

v



www.manaraa.com

Processes in non-software domains (mining, automotive, aerospace, business,
health care, manufacturing, etc.) with a demonstrated relationship to Software
Engineering challenges.

CIMPS’17 received contributions from several countries around the world. The
papers accepted for presentation and discussion at the Conference are published by
Springer (this book), and extended versions of best selected papers will be pub-
lished in relevant journals, including SCI/SSCI and Scopus indexed journals.

We acknowledge all those who contributed to the staging of CIMPS’17 (authors,
committees, and sponsors); their involvement and support is very much
appreciated.

In loving memory of our international honorary member: Angel Jordan
(1930–2017).

October 2017 Jezreel Mejia
Mirna Muñoz
Álvaro Rocha

Yadira Quiñonez
Jose Calvo-Manzano

vi Introduction
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Organization

Conference

General Chairs

Jezreel Mejia Mathematics Research Center,
Research Unit Zacatecas, Mexico

Mirna Muñoz Mathematics Research Center,
Research Unit Zacatecas, Mexico

The general chairs and co-chair are researchers in computer science at the
Research Center in Mathematics, Zacatecas, México. Their research field is
Software Engineering, which focuses on process improvement, multi-model envi-
ronment, project management, acquisition and outsourcing process, solicitation and
supplier agreement development, agile methodologies, metrics, validation and
verification, and information technology security. They have published several
technical papers on acquisition process improvement, project management, TSPi,
CMMI, multi-model environment. They have been members of the team that has
translated CMMI-DEV v1.2 and v1.3 to Spanish.

General Support

CIMPS General Support represents centers, organizations, or networks. These
members collaborate with different European, Latin American, and North American
organizations. The following people have been members of the CIMPS Conference
since its foundation for the last 6 years.

Cuauhtémoc Lemus Olalde Head of Cimat Unit Zacatecas, Mexico
Angel Jordan Software Engineering Institute, USA

(1930–2017)
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Abstract. Matching the software industry requirements with the academy 

training represents a significant problem that must be addressed. In this context, 

Computer Science students should acquire at the universities the knowledge re-

quired to work under organizations environment especially related to the use of 

models and standards for improving their quality and productivity. This is a key 

challenge in very small entities (VSEs) and small and medium enterprises 

(SMEs), because their limitations in time, budget and human resources. This 

paper presents an analysis of coverage between ISO/IEC 29110 standard, which 

is used for software industry to ensure quality in Software Engineering practices 

in VSE, and four academic curricula programs of higher education related to 

Computer Science and Informatics. The results show some gaps in the Mexican 

curricula programs that can be reinforced to provide engineers with the 

knowledge and abilities regarding the use of software engineering best practic-

es, expected in VSE and SME using ISO/IEC 29110. Besides, the analysis 

shows why ISO/IEC 29110 is easily implemented in this type of organizations. 

 

 

Keywords: ISO/IEC 29110, software industry, SMEs, VSEs, computer sci-

ence and informatics curricula 

1. Introduction 

Nowadays the growth in the importance of software development provides the oppor-

tunity in software industry to produce software products and services in order to satis-

fy the market needs. In this context, the importance of Software development organi-

zations, especially Small and Medium Enterprises (SMEs) and Very Small Entities 

(VSE), have grown and strengthened becoming a key element in the consolidation of 

the software industry [1,2].  

© Springer International Publishing AG 2018
J. Mejia et al. (eds.), Trends and Applications in Software Engineering,
Advances in Intelligent Systems and Computing 688,
https://doi.org/10.1007/978-3-319-69341-5_1
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According to the National Survey on Productivity and Competitiveness of Micro, 

Small and Medium Enterprises (SME and VSE) represent 98% of the total of software 

development industries in Mexico [3]. This fact highlights the importance of guaran-

teeing the quality of products in this type of organizations.  

In order to help SME and VSE in the implementation of best practices to improve 

product and/or service quality and process performance, standards such as ISO/IEC 

29110 engineering and management guides were developed. In México, this standard 

has been adopted as one of the Quality Standards that have the recognition of the 

government and the industry. 

Therefore, providing qualified professionals able to work under quality models and 

standards represents a big challenge for universities. Highlighting the importance of 

this fact, researchers are working on providing resources focused on helping the un-

derstanding of quality models and standards such as the learning tool for understand-

ing the project management process of ISO/IEC 29110 basic profile [4,5]. 

In this paper are shown the results of an analysis performed between the ISO/IEC 

29110 basic profile practices and the knowledge provided by the academy taking four 

curricula programs of Mexican universities in Computer Science and Informatics. 

This analysis identified if the universities provide an adequate knowledge to Comput-

er Science students to be integrated in organizations that work under quality stand-

ards. 

The rest of the paper is structured as follows: after de Introduction, section two 

shows the background of this research work; section three presents an overview of 

ISO/IEC 29110; section four shows the obtained results; and finally, section five pre-

sents conclusions. 

2. Background 

Diminishing the gap among industry requirements is not a new challenge, but is 

one of the most critical tasks to be addressed in software education [6,7,8,9]. This 

situation highlights the importance of performing analysis that present the gaps that 

universities might have to meet the requirements of the software industry, regarding 

the quality models and standards. As reported in [6], one way is the analysis of the 

coverage between curricula programs of universities and models or standards used in 

software industry. 

As background of this research, the authors have performed a similar analysis be-

tween curricula programs related of Computer Science and Informatics of Mexican 

universities and the Moprosoft Model in [10]. Moreover, the study was improved in 

[11] and [12], showing a depth study among universities curricula programs and the 

requested knowledge regarding the project management best practices.  

 Due to the increasing number of Mexican organizations getting the ISO/IEC 

29110 certifications, 33 of 43 VSEs certified in ISO/IEC 29110 are Mexican [13]. 

There are also national programs focused on supporting the organization for the certi-

fication of ISO/IEC 29110. Therefore, the authors of this paper decided to perform the 

analysis between the ISO/IEC 29110 standard and the curricula programs related of 

Computer Science and Informatics of Mexican universities. 

4 M. Muñoz et al.
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3. ISO/IEC 29110 

The ISO/IEC 29110 series of standards and guides was specifically developed for 

developing software VSEs [2], but not critical software. A VSE could be an enter-

prise, organization and projects that have up to 25 people. Therefore, the standard 

goal is to give a solution related to the poor standard adoption in this type of organiza-

tions [7], and covering the specific need of very small organizations regarding risk 

levels, business models and situational factor such as criticality or uncertainty envi-

ronments [7,9].  

The standard is organized by profiles: entry, basic, intermediate and advance [14]. 

This paper is focused on the basic profile that targets VSEs developing a single prod-

uct by a single team. 

The basic profile is composed by two processes: the project management process 

and the implementation process, briefly described in Table 1. 

Table 1.  ISO/IEC 29110 processes 

Process Purpose  Activities 

Project manage-

ment 

Establishes and carries out the 

tasks related to a project im-

plementation in a systematic 

way, so that the project’s ob-

jectives are complying with the 

expected quality, time and 

costs [15]. 

Project Planning 

Project Plan execution 

Project Assessment and 

Control 

Project Closure 

Software Imple-

mentation 

Performances in a systematic 

way the activities related to the 

analysis, design, construction, 

integration and test according 

to the requirements specified 

of new or modified software 

products [15]. 

Initiation 

Analysis 

Design 

Construction 

Integration and tests 

Delivery 

4. Methodology for the analysis of curricula programs 

For the performance of the analysis of coverage of the four curricula programs of 

Mexican universities, the methodology used in previous studies [10, 11, 12] was taken 

as based and adapted.  

The tailored methodology is composed of 4 phases: (a) analyze task description 

provided by the ISO/IEC 29110 standard in its basic profile identifying the required 

knowledge; (b) identifying the program goal and subjects; (c) analyze each subject 

goal and units content in order to identify the provided knowledge and; (d) compare 

each task provided by ISO/IEC 29110 and its required knowledge with the knowledge 

provided by each subject.  

As in previous studies, the scale of values was established in the range of 0 to 4 as 

follows: 

ISO/IEC 29110 and curricula programs related to Computer Science 5
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 0:  the knowledge provided through the subject does not have knowledge re-

lated to the ISO/IEC 29110 practice. It means the practice has no coverage. 

 1: the knowledge provided through the subject is minimal and indirectly re-

lated to the ISO/IEC 29110 practice. It means that the practice has a low lev-

el of coverage. 

 2: The knowledge provided through the subject is generic and useful to per-

form the ISO/IEC 29110 practice. It means that the practice has a medium 

level of coverage. 

 3: The knowledge provided through the subject directly supports the perfor-

mance of the ISO/IEC 29110 practice. It means that the practice has a high 

level of coverage.   

 4: The knowledge provided through the subject is specific and directly relat-

ed to the requirement to perform the ISO/IEC 29110 practice. It means that 

the practice has a complete coverage level. 

It is important to mention that in this study a practice refers to a task in the stand-

ard ISO/IEC 29110. 

The methodology execution was performed as follows: the four authors execute the 

steps of the methodology individually. Then, a crosschecking with the obtained re-

sults was performed, and finally, a set of meetings was performed to get agreements 

when values were different. Next section shows the obtained results. 

5. Results 

It is important to mention that this study was focused on both, the project manage-

ment process and the implementation process. The analyses performed are focused on 

two aspects: 

 

 Analysis of curricula program coverage by activity: to establish the coverage 

level by activity. For this, two steps were performed; first, individual value of 

 

formula:  

Coverage percentage value by activity = �
(number of practices * maximum coverage)…………………………………(1) 

 

Where the maximum level of coverage or complete coverage is 4. 

 

 Analysis comparing the four curricula program coverage by ISO/IEC 29110 

process. Establishing the coverage level by process. For this, the next formula 

was applied: 

Coverage percentage by process = �  Coverage percentage value by ac-

tivity / number of activi-

ties)………………………………………………………..…(2) 

 

Next sections present the obtained results. 

6 M. Muñoz et al.

coverage level by practice was set. Then was applied the next coverage value 

 practices coverage value / 𝝨i...n 

𝝨i...n 
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5.1 Analysis of curricula programs coverage by activities 

For the performance of the analysis presented in this section, the formula (1) was 

applied. 

 

5.1.1 Informatics Engineering curricula program 

 

The Informatics curricula program aims to create and maintain creative and innova-

tive solutions regarding the information systems. The results, presented in Table 1, 

show that graduates of this program are better qualified to carry out the practices in-

volved in software implementation such as: establish an implementation environment, 

define and analyze requirements, develop software architectural and detailed design, 

develop software components and integrate them, define and perform unit test, man-

age changes, perform validation and verification, document user, operation and 

ment such as: monitoring the project progress and delivering the product have a high 

to the development of project plan such as: define scope, estimate size, time and re-

sources of tasks necessary to perform the project, identify risks, configuration man-

agement, manage change request, perform meetings, and develop a control strategy. 

Table 1.  Coverage of activities by Informatics engineering curricula program 

Activities  % Coverage 

Project Planning 

Project Plan execution 

Project Assessment and Control 

Project Closure 

71 

75 

88 

88 

Initiation 

Analysis & Design 

Construction 

Integration and tests 

Delivery 

93 

94 

96 

93 

96 

 

5.1.2 Software engineering curricula program 

 

The software engineering curricula program aims to train professionals in process 

development and the evolution of large and small scale software systems that solve 

problems in different areas, using appropriate tools to optimize time and cost. 

The results, presented in Table 2, show that graduates of this program are well 

such as: define scope, estimate size, time and resources of tasks necessary to perform 

the project, identify risks, configuration management, manage change request, per-

form meetings, develop a control strategy; monitor the project progress and deliver 

the product; as well as in the practices related to the software construction such as: 

establish an implementation environment, define and analyze requirements, develop 

software architectural and detailed design, develop software components and integrate 

ISO/IEC 29110 and curricula programs related to Computer Science 7

maintenance manuals and deliver the product. Besides, activities of project manage-

coverage.However,these graduates needs to improve their training in activities related 

qualified to carry out all practices involved to manage, assess and control a project 
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them, define and perform unit test, manage changes, perform validation and verifica-

Table 2.  Coverage of activities by the software engineering curricula program 

Activities  % Coverage 

Project Planning 

Project Plan execution 

Project Assessment and Control 

Project Closure 

98 

100 

100 

100 

Initiation 

Analysis & Design 

Construction 

Integration and tests 

Delivery 

88 

98 

100 

100 

100 

 

5.1.3 Computer Science curricula program 

 

The degree in Computer Science curricula program aims to train professionals with 

analytical skills, critical skills, creativity and leadership to provide computational 

solutions in organizations applying information technology and communications. 

Table 3 shows the results obtained of analyzing the degree in Computer Science 

curricula program. The graduates of this program are better qualified to carry out the 

practices of software implementation such as: establish an implementation environ-

ment, develop software components and integrate them, define and perform unit test, 

manage changes, perform validation and verification, and document user, operation 

improve their training in activities related to project management such as: define 

scope, estimate and size, time and resources of tasks necessary to perform the project, 

identify risks, configuration management, manage change request, perform meetings, 

and develop a control strategy. As well as in practices related to software implementa-

tion such as: define and analyze requirements, software analysis and design, develop 

software architectural, and detailed design.  

Table 3.  Coverage of activities by Computer Science curricula program 

Activities  % Coverage 

Project Planning 

Project Plan execution 

Project Assessment and Control 

Project Closure 

58 

46 

33 

50 

Initiation 

Analysis & Design 

Construction 

Integration and tests 

Delivery 

38 

38 

85 

84 

89 

 

 

5.1.4 Computer engineering curricula program 

8 M. Muñoz et al.

tion, document user, operation and maintenance manuals, and deliver the product. 

and maintenance manuals and deliver the product.However,these graduates needs to 
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The Computer engineering curricula program aims to train professionals with analytic 

capacities, critical to provide creative solutions to the regional and state development 

using computer technology, and promoting socials values as well as the environmen-

tal care. 

Table 4 shows the results obtained of analyzing the degree in computer engineering 

curricula program. The graduates of this program are better qualified to carry out the 

practices related to project management such as: define scope, estimate size, time and 

resources of tasks necessary to perform the project, identify risks, configuration man-

agement, manage change request, perform meetings, develop a control strategy as 

well as in activities related to define and analyze requirements, develop software ar-

chitectural and detailed design, develop software components and integrate them, 

define and perform unit test, manage changes, perform validation and verification. 

management such as: monitor the project progress; as well as in practices related to 

software implementation such as: establish an implementation environment and doc-

Table 4.  Coverage of activities by Computer engineering curricula program 

Activities  % Coverage 

Project Planning 

Project Plan execution 

Project Assessment and Control 

Project Closure 

87 

79 

58 

88 

Initiation 

Analysis & Design 

Construction 

Integration and tests 

Delivery 

63 

83 

89 

70 

63 

5.2 Analysis of the four curricula programs coverage level by process 

This analysis establishes the coverage level of curricula programs regarding the two 

process of the ISO/IEC 29110 basic profile. To perform this analysis the formula (2) 

was applied. 

Table 5 shows the results of comparing the four curricula programs as follows: 

(column a) Informatics engineering curricula program; (column b) Software engineer-

ing curricula program; (column c) Computer Science curricula program; and (column 

d) Computer engineering curricula program. 

Table 5.  Summary ISO/IEC 29110 processes coverage by curricula programs 

Process (a) (b) (c) (d) 

Project management 82% 100% 47% 78% 

Software Implementa-

tion 
93% 97% 62% 75% 

ISO/IEC 29110 and curricula programs related to Computer Science 9

However, these graduates needs to improve their training in activities related to project 

ument user, operation and maintenance manuals, and deliver the product. 
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The findings of the analysis performed are summarized as follows: 

 Project management process: the purpose of this process is establishing and carry-

ing out the tasks of the software implementation project in a systematic way, al-

lowing complying the project’s objectives with the expected quality, time and cost 

[16]. 

Interpretation of process coverage: only the Software engineering curricula pro-

gram (column b) fully covered the project management process, this means that 

these graduates are qualified to carry out this process. Graduates of the Informat-

ics engineering curricula program (column a) and the Computer engineering cur-

ricula program (column d) have high level of knowledge to carry out the practices 

involved in project management. However, graduates of the Computer Science 

curricula program (column c) receive minimum training to carry out the practices 

involved in project management process. 

 Software Implementation process: the purpose of this process is performing the 

analysis, design, construction, integration and tests activities in a systematic way 

or new or modified software products according to the specified requirements 

[16]. 

Interpretation of process coverage: not any area is fully covered by the curricula 

program. However, it was found that graduates of the Informatics engineering cur-

ricula program (column a) and the Software engineering curricula program (col-

umn b) are qualified to carry out the practices involved in the software implemen-

tation process. The graduates of the Computer Science curricula program (column 

d) get a high level of knowledge to carry out the practices involved in software 

implementation process. Finally, graduates of the Computer Science curricula 

program (column c) need to improve their training to carry out the practices in-

volved in software implementation process. 

The results of the analysis show that from the undergraduates of curricula programs of 

Mexican Universities in Computer Science and Informatics, three curricula programs: 

Informatics engineering (column a); Software engineering (column b) and Computer 

engineering (column d) have a high coverage of the ISO/IEC 29110 practices. This 

allows undergraduates to be integrated in VSE with the knowledge required to devel-

op practices established in VSE using ISO 29110; the reason to understand why this 

standard is well accepted and easily implemented in Mexican SMEs and VSEs. 

6.   Conclusions 

This paper presents the results of analyzing the coverage of ISO/IEC 29110 basic 

profile practices from the knowledge provided by four curricula programs of universi-

ties of México related to Computer Science and Informatics. The results show that 

most of the graduates acquired a high level of fundamentals and knowledge to be 

highly qualified regarding the ISO/IEC 29110 practices. 

Same as in the papers with similar analysis performed to the Mexican model Mo-

prosoft, the results of this paper does not pretend to determine whether or not gradu-

ates are able to perform a practice, but to analyze how helpful is the knowledge pro-

vided to the graduates during their training in the university. 

10 M. Muñoz et al.
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Therefore, it can be highlighted that Software engineering curricula programs have 

a better coverage of practices involved in both processes, followed by Informatics 

engineering and Computer engineering curricula programs. Finally, the Computer 

Science curricula program with the lowest results has better level in the software im-

plement process, but it needs to improve their training in project management process. 

Besides, it is important to mention that the basic profile of the ISO/IEC 29110 se-

ries provides a standard that is well accepted in Mexican software industry because it 

provides basic practices throughout two key processes (project management and 

software implementation) that can be easily implemented because of the graduates’ 

fundamentals and knowledge that guarantee the quality of products in these type of 

organizations. 

References 

1. Ministry of Economy: SMEs: fundamental Link to the growth of Mexico, vol. 2013 (2013) 

2. Laporte C., O’Connor R.: Systems and software engineering standards for very small 

entities: accomplishments and overview. Computer, IEEE Computer society. 49(8) pp 84-

87 (2016) 

3. INEGI: Encuesta Nacional sobre Productividad y Competitividad de las Micro, Pequeñas 

y Medianas Empresas (ENAPROCE). (2015) 

http://www.inegi.org.mx/est/contenidos/proyectos/encuestas/establecimientos/otras/enapro

ce/default_t.aspx  

4. Sanchez-Gordon, M.L., O'Connor, R. V., Colomo-Palacios, R. and Sanchez-Gordon, S.: A 

Learning Tool for the ISO/IEC 29110 Standard: Understanding the Project Management 

of Basic Profile. In Proceedings 16th International Conference on Software Process Im-

provement and Capability dEtermination (SPICE 2016). Springer-Verlag. (2016) 

5. Sanchez-Gordon, M.L., O'Connor, R. V., Colomo-Palacios, R. and Herranz, E.: Bridging 

the Gap between SPI and SMEs in Educational Settings: A Learning Tool Supporting 

ISO/IEC 29110. 23nd European Conference on Systems, Software and Services Process 

Improvement (EuroSPI 2016), Springer-Verlag.  (2016) 

6. Moreno A., Sanchez-Segura M.A., Medina-Dominguez F.: Analysis of Coverage of 

CMMI practices in software engineering curricula, in SEPG Europe 2012 Conference pro-

ceedings, Special Report CMU/SEI-2012-SR-005. pp. 42-77September 2012 (2012) 

7. Laporte, C.Y. and O'Connor, R.V.: Software Process Improvement in Graduate Software 

Engineering Programs, proceedings 1st International Workshop Software Process Educa-

tion, Training and Professionalism (SPEPT 2015), pp. 18 - 24, CEUR Workshop Proceed-

ings Vol. 1368, Gothenburg, Sweden, 2015 

8. Laporte, C.Y., O'Connor, R.V., Garcia Paucar, L. and Gerancon B.: An Innovative Ap-

proach in Developing Standard Professionals by Involving Software Engineering Students 

in Implementing and Improving International Standards, Journal of the Society for Stand-

ards Professionals, Vol. 67, No. 2 (2015) 

9. Laporte, C.Y. and O’Connor, R.: Software Process Improvement in Industry in a Graduate 

Software Engineering Curriculum, Software Quality Professional, Vol. 18, No. 3, (2016) 

ISO/IEC 29110 and curricula programs related to Computer Science 11



www.manaraa.com

10. Muñoz Mirna, Peña Pérez-Negrón Adriana, Mejía Jezreel and Graciela Lara Lopez: Anal-

ysis of Coverage of Moprosoft practices in curricula programs related to computer science 

and informatics in the 4th International conference of software process improvement 

CIMPS 2016, pp 35-45. (2016) 

11. M. Muñoz, A. Peña, J. Mejia and G. Lara: Coverage of the University Curricula for the 

Software Engineering Industry in Mexico, IEEE Latin America Transactions, Vol.14, 

Pag.2383-2389.  (2016) 

12. Mirna Muñoz, Adriana Peña Pérez Negrón, Jezreel Mejia and Graciela Lara López: Actual 

State of the Coverage of Mexican Software Industry Requested Knowledge Regarding the 

Project Management Best Practices, Computer Science and Information Systems 

(ComSIS), Vol.13, Pag.849-873. (2016) 

13. NYCE: Empresas Certificadas en la Norma ISO/IEC 29110 https://www.nyce.org.mx/wp-

content/uploads/2016/12/PADRON-DE-EMPRESAS-CERTIFICADAS_ISO29110_14-

12-2016.pdf . (2016) 

14. Claude Y. Laporte: Challenges and realities of ISO/IEC 29110 series for very small enti-

ties, seminary Zacatecas. (2017) 

15. ISO/IEC: Software engineering- Lyfecycle profiles for very small entities (VSEs). Part 5-

1-2: Manageent and engineering guide: generic profile group: Basic profile. ISO/IEC TR 

29110-5-1-2:2011(E). (2011) 

16. Claude Y. Laporte: The Generic Profiles for VSEs Developing Software. (2011). 

http://profs.etsmtl.ca/claporte/english/VSE/ 

12 M. Muñoz et al.



www.manaraa.com

A Means-Ends Design of SCRUM+: an agile-disciplined 

balanced SCRUM enhanced with the ISO/IEC 29110 

Standard 

Sergio Galván-Cruz1 , Manuel Mora
2
, Rory O’Connor

3
 

 
1 Autonomous University of Aguascalientes, Electronic Systems, Av. Universidad, 

940, Aguascalientes, Mexico, checogc23@gmail.com 
2 Autonomous University of Aguascalientes, Information Systems, Av. Universidad, 

940, Aguascalientes, Mexico, dr.manuel.mora.uaa@gmail.com 
3 Dublin City University, School of Computing, Glasnevin, Dublin 9, Ireland, 

rory.oconnor@dcu.ie  

Abstract. Agile systems development methodologies (ASDMs) have gained 

high acceptance in very small entities (VSEs) of software development seeking 

quality at minimal effort. SCRUM and XP in industrial settings and UPEDU in 

academic ones are main of them. Similarly, Software Process Improvement 

(SPI) initiatives promote the utilization of process frameworks and standards. 

However, despite both worlds (i.e. ASDMs and SPI) pursue a shared end of 

high-quality software, both are separated by different underlying approaches. 

We consider that ASDMs can get benefits from SPI through controlled 

enhancements (i.e. an agile-discipline balance) without elimination of agility. 

Thus, in this research, we report the design of SCRUM+, an enhanced SCRUM 

with recommendations on roles, activities-tasks and artifacts from the SPI 

standard ISO/IEC 29110. SCRUM+ was designed by using a Means-Ends 

analysis. Our final aim is to provide such an enhanced SCRUM methodology 

via an Electronic Process Guide (EPG) to help practitioners for a better use of 

agile approaches with SPI added recommendations that be found theoretically 

robust and potentially useful regarding SCRUM from a panel of experts and 

SCRUM practitioners. 

Keywords: SCRUM+, SCRUM, ISO/IEC 29110, SPI, enhanced methodology 

1   Introduction 

Software process models and standards (SPMSs) such as CMMI-DEV and the 

ISO/IEC 12207 [1, 2], have been developed by international associations for helping 

to software development organizations to meet the current demands for quality 

process and product improvements [3, 4]. SPMSs are important for software 

© Springer International Publishing AG 2018
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development organizations because their correct implementation has generated 

relevant benefits such as: process cost reduction, critical software failure reduction, 

quality product increment, team productivity increment, and customer satisfaction 

increment among others [5, 6]. Such SPMS are core initiatives (i.e. process 

frameworks besides best practices and tools [7]) into the Software Process 

Improvement (SPI) approach. According to [7] SPI refers to “a systematic approach 

to increase the efficiency and effectiveness of a software development organization 

and to enhance software products”. However, according to [4] these SPI initiatives 

“were not written for small projects, small development organizations, or companies 

with between 1 and 25 employees, and are consequently difficult to apply in such 

settings”. Thus, VSEs (whole business or project teams) while represent a high 

percentage of software business in the world [8], are unserved potential users by such 

normal software process standards and models [9, 10]. Given this problematic 

situation, a new ISO/IEC 29110 software process lifecycle standard [11] was 

elaborated specifically to VSEs. 

In this same context of VSEs, it has been also identified the preference for using 

Agile Software Development Methodologies (ASDMs) such as: SCRUM and XP in 

industrial settings [12, 13] and UPEDU in academic ones [14]. Furthermore, ASDMs 

literature claims [12, 13] similar overall benefits achieved for opposite software 

development methodologies (i.e. rigor-disciplined ones framed on SPI process 

frameworks) with the additional advantages provided only by the agile approach [15]. 

Thus, the ASDMs should be successfully used by VSEs. However, while there are 

evidences of a high rate of utilization of these agile methodologies [12, 13] by VSEs, 

it has been also reported that there are some contextual prerequisites for a successful 

utilization [16, 17]. We consider that these contextual prerequisites for successful 

adoption of ASDMs refers to the adherence to best scholastic practices provided by 

SPMS as the SPI approach promotes [16, 17]. Thus, the practitioners of ASDMs need 

to enhance their ASDM with some recommendations from rigor-disciplined 

development methods instead of using ASDMs directly [18, 19]. 

In this research, we report the design of SCRUM+: an enhanced SCRUM [20, 21] 

with some recommendations from the ISO/IEC 29110 standard. This new standard 

[11] has been released for VSEs but it was designed independently of the ASDM 

approach. Hence, thus we pursue to present a more robust balanced agility-disciplined 

SCRUM method aligned to the recommendations from several literatures [18, 19]. In 

practical perspective, it provides a dual overall benefit: for SCRUM practitioners to 

count with a more robust disciplined process enhanced with some critical 

recommendations from the ISO/IEC 29110 standards, and for the ISO/IEC 29110 

community to count with a specific adaptation of SCRUM with a greater coverage of 

the expected practices to be conducted in the ISO/IEC 29110 standard [11, 22] than 

SCRUM actually covers [20, 21]. 

The remainder of this paper continues as follows: the research process is reported 

in the section 2; the theoretical bases on SCRUM, the ISO/IEC 29110 standard, and 

the Agility-Discipline debate are reported in the section 3; the application of the 

Means-Ends method for designing SCRUM+ is presented in section 4; finally, 

limitations, recommendations and conclusions of this research are reported in section 

5. 

14 S. Galván-Cruz et al.
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2   Research Process 

2.1 Research Goals and Design Restrictions. 

The main overall research goal is: to design an enhanced and agile-disciplined 

balanced SCRUM+ methodology based on the original SCRUM methodology and 

best practices provided by the ISO/IEC 29110 (Entry Profile, Project Management 

process) [11, 22]. Two specific and critical design restrictions are: 1)  SCRUM+ must 

be still perceived as an agile method by practitioners (i.e. it means that SCRUM+ 

must not lose its agile essence); and 2) SCRUM+ must reach at least a high coverage 

level with the ISO/IEC 29110 standard (Entry Profile, Project Management process).  

2.2 Research Methods and Materials.  

The Means-Ends analysis technique [23] was initially elaborated in the early 

Artificial Intelligence research stream in the 50’s [24] as a Problem-Solving 

technique. According to Newell and Simon [25]: “Problem solving can be viewed, 

then, as finding one of the few paths that leads from a problem’s initial state to its 

goal state through some space of possible intermediate states”.  

In Means-Ends Analysis technique [25] a problem is a situation faced by a person 

to reach a desired state (named Goal State) from an initial departure point (named 

Initial State) and it is not known in advance the set of actions (named Operators) and 

the sequence of application (named Path) on objects (named Operands) that must be 

applied. Thus, to find a Solution means to find a sequence of Operators applied to 

Operands to transform the Initial State in the Goal State. A Solution can be Optimal 

 

algorithms (i.e. a predefined set of actions to be followed for transforming an Initial 

State in a Goal State) to be applied for reaching to the Goal State. In these cases, the 

concept of Heuristics is applied [24]. Heuristics are recommendations and clues 

gained through the experience in similar or related problems that are suggested to be 

applied (i.e. Heuristics on what Operators apply on the Operands given a current 

State and the expected Goal State). This process, according to [23] has two principal 

  

   

which  happens when a problem can be divided in sub-Problems and thus its final 

Solution can be reached when the Solution for all of the Sub-Goals is reached under 

necessity of all Sub-Goals (i.e. connected by AND logical operator) or at least one 

Solution is reached (i.e. connected by OR logical operator). Hence, thus, we consider 

that the Means-Ends Analysis technique provides a systematic well-tested method 

that can be applied for the systematic design of SCRUM+. 

In this research, we used the following materials: 1) the ISO/IEC 29110 Entry 

Profile document [22]; 2) the official guides for SCRUM [20, 21]; 3) a SCRUM book 

[26]; 4) a SCRUM EPG (Electronic Process Guide) [27];  and 5) a coverage analysis 

A Means-Ends Design of SCRUM+ 15

or Satisfactory. For many problems, there are not known or practically feasible

features: 1) Reduction of Differences which is a preference of problem solvers to use  
the Operators that produce States most similar to the Goal State; and 2) Sub-Goaling 
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of SCRUM regarding the ISO/IEC 29110 Entry Profile Project Management process 

[28]. 

 

3   Theoretical Background 

3.1 SCRUM Methodology. 

SCRUM has been reported as the most used agile methodology [13].  According 

to [29] “SCRUM has a project management emphasis. SCRUM has been applied 

mainly to software projects, but a number of non-software projects have also been 

managed with SCRUM---the principles are applicable to any project”. Moreover, 

according to [21] “SCRUM is a framework for developing and sustaining complex 

and productivity of well-trained teams.  

SCRUM can be structured in three Roles, seven Activities (with 24 tasks) and five 

Artifacts. The three roles (reported in an IDEF0 diagram [30] as Mechanisms) are: 1) 

“Product Owner”, 2) “Scrum Master”, and 3) “Development Team”. The “Product 

The “Scrum Master” can be considered the SCRUM expert and project leader that 

will interact with the other roles for leading and guiding them toward the end goal. 

The “Development Team” “consists of professionals who do the work of delivering a 

potentially releasable Increment of DONE product at the end of each Sprint” [21]. 

The seven SCRUM Activities are: 1) “Planning Pre-Game”, 2) “Systems 

Architecture Pre-Game”, 3) “Sprint Planning Game”, 4) “Daily SCRUM Game”, 5) 

“Sprint Increment Development Game”, 6) “Sprint Review Game”, and 7) “Sprint 

Retrospective Game”. Some literature [31, 26] adds an explicit final activity of 8) 

“Project Closure Post-Game”. In this research, we have focused on the Project 

Management (PM) activities (i.e. the Activities 1, 3, 4, 6, 7 and 8). The activities 2 

and 5 corresponds to Software Implementation (SwI) process. 

The five SCRUM Artifacts are: 1) “User Need List”, 2) “Product Backlog” (it 

includes the “User Stories”), 3) “Sprint Backlog” (it includes the “Sprint Burndown 

Chart”), 4) “Increment”, and 5) “Acceptance Criteria”. The specific Artifacts related 

to Project Management Process are 1, 2, 3, and 5. The 1) “User Need List” is the open 

list of needs and requirements expressed by the Customer. The 2) “Product Backlog” 

is “an ordered list of everything that might be needed in the product and is the single 

source of requirements for any changes to be made to the product” [21]. An “User 

Story” is “a card that describes an increment of value to the customer. The user story 

is written for the developer in order to express the increment of value” [26].  The 3) 

“Sprint Backlog” is “the set of Product Backlog items selected for the Sprint, plus a 

plan for delivering the product Increment and realizing the Sprint Goal” [21]. This 

Artifact includes the “Sprint Burndown Chart” which is a chart which “shows the 

amount of work remaining across time” and permits to visualize “the correlation 

between the amount of work remaining at any point in time and the progress of the 

16 S. Galván-Cruz et al.

products”. The model of SCRUM was designed for optimizing the flexibility, creativity 

Owner” is responsible for the product backlog (its content, availability and ordering). 

project team(s) in reducing this work” [32]. The 4) “Increment” is the sum of all the 

Product Backlog items completed during a Sprint and the value of the increments of 
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the story. It gives the developer a set of steps that must be completed before the story 

can be considered done. The acceptance criteria are created by the product owner 

with the help of the customer. It sets the expectation of the user story” [26]. 

3.2 The ISO/IEC 29110 Standard – Entry Profile 

The ISO/IEC 29110 standard (Entry Profile) [9] provides a lightweight process 

model developed for organizations classified as very small entities (VSEs employs 

from 1 to 25 people). According to [31] standard emerged for the needs identified in 

VSEs on: 1) clear and detailed guidance with templates and examples; 2) a 

lightweight and easy-to-understand standards; and 3) standards with minimum cost, 

time, and resources for their implementation. This ISO/IEC 29110 standard has three 

Roles, two Process Categories, and fourteen Artifacts. The three roles are: 

“Customer”, “Project Manager”, and “Work Team”. The two Process Categories are: 

Project Management (PM) and Software Implementation (SI). 

Project Management aims to establish and carry out the tasks of the software 

implementation, which will fulfill the objectives of the project according to quality, 

time and expected costs. PM includes four activities: Planning, Control, Execution 

and Closure. Software Implementation aims to systematically analyze, design, 

construction, integration and testing of software products processed according to 

specified requirements. SI includes six activities:  Initiation, Analysis, Design, 

Construction, Tests and Delivery. 

The fourteen Artifacts are: 1) Acceptance Record, 2) Change Request, 3) 

Meeting Record, 4) Progress Status Record, 5) Project Plan, 6) Project Repository, 7) 

Requirements Specifications, 8) Software, 9) Software Component, 10) Software 

Configuration, 11) Software Component Identification, 12) Statement of the Work, 

13) Test Cases and Test Procedures, and 14) Test Report. The Activities and Artifacts 

of interest for this research are the corresponding to PM Process Category. These 

activities are: Planning, Control, Execution and Closure; and these Artifacts are: 1) 

Acceptance Record, 2) Change Request, 3) Meeting Record, 4) Progress Status 

Record, 5) Project Plan, 6) Project Repository, 10) Software Configuration, and 12) 

Statement of the Work. 

3.3 The Agility-Discipline Debate 

According to several relevant literatures [16, 17], the direct application of 

ASDMs does not guarantee the proffered benefits of agility Project Management. 

Furthermore, from a disciplined Project Management approach [18, 19] there had 

been logical arguments on the need to robust the agile methods with some disciplined-

oriented best practices. A summary of recommendations for having a balanced 

agility-disciplined Project Management approach (called also ambidextrous approach 

[34]) is as follows: 1)  risks are not managed explicitly in agile methods; 2) a 

particular organizational culture is required for agile methods while that disciplined is 

less contingent to this factor; 3) agile methods can be considered chaotic by excessive 
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all previous Sprints” [21]. The “Acceptance Criteria” is “essentially a clarification of 
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flexibility and customization for teams trained in disciplined methods; 4) control and 

monitoring of project must be still exercised; 5) agile methods are more focused on 

current software projects are more complex than past ones so both approaches 

(disciplined and agile one) are required. Thus, a call for elaborating balanced agility-

disciplined Project Management methodologies is currently reported in the literature. 

 

4. A Means-Ends Design of SCRUM+ 
 

4.1 The SCRUM Initial Status as the Core Input for the Means-Ends Analysis 

 

To design SCRUM+ as a balanced agility-disciplined enhanced SCRUM 

methodology, we start from the results reported in [28] regarding a thoroughly 

analysis of the coverage of SCRUM, XP and UPEDU Project Management processes 

regarding the  ISO/IEC 29110 (Entry Profile, Project Management process). 

According to [35] SCRUM, XP and UPEDU had respectively an overall coverage of 

moderate (79%), low (51%) and high level (93%) respectively. Hence, while the 

obvious selection of reporting UPEDU as a ready-to-use balanced agility-disciplined 

methodology and highly in congruence with the ISO/IEC 29110 Entry Profile 

concerning to the Project Management process, UPEDU is not a well-known agile 

methodology in industrial settings and it supports an agile approach based on a 

simplified rigor and discipline from its derivation from RUP (i.e. a strong disciplined 

development methodology). In the opposite case, to try to enhance XP which has a 

low compliance level implies the addition of many missed issues, and thus, the 

enhanced XP can be perceived theoretically far away of the agile approach by 

moderate level (79%) and its enhancement toward next level (i.e. high) can produce a 

less conceptual disruption perception than the change required in XP from low to high 

coverage level (i.e. a suitable balanced agility-disciplined methodology). 

 

4.2 Application of the Means-Ends Analysis Technique for Designing SCRUM+. 

 
We propose six heuristic strategies to perform systematically transformations from 

SCRUM to SCRUM+. These six heuristic strategies are considering the design limits 

reported. The strategies 1 to 3 tried to eliminate only the items (i.e. a Role, an 

Activity, or an Artifact) that are evaluated in overall as NULL level, and the strategies 

4 to 6 tried to eliminate both the overall of NULL and LOW levels regarding their 

compliance level with the ISO/IEC 29110 Entry Profile. These items (i.e. a Role, an 

Activity, or an Artifact) are not mentioned or are weakly reported in SCRUM 

regarding the ISO/IEC 29110 Entry Profile. The items were analyzed on the three 

components (Roles, Activities and Artifacts).  

For example, the Strategy 1 was based on doing soft (minimal) changes from 

SCRUM to SCRUM+ by moving the NULL (+) and LOW ()  status found in 

individual feature (i.e. cells) of each item (i.e. a specific Role, Activity or Artifact) 

whose status level is NULL (+). Thus, NULL (+) to LOW () and from LOW 

() to MODERATE () are the changes to be applied. The other two status level of 
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small teams and small project (that can be large by evolution but not for an initially  
planned scope as a large project) and thus their scale up suffer from drawbacks; 6)  new  

practitioners. Thus, in this research, it has been selected SCRUM that reached a  
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MODERATE () and HIGH () found in the cells were kept in the same status level.  

These changes were soft (minimal), and it pursued a soft evolution from the SCRUM 

to SCRUM+ with the minimum change as possible for every specific item in the three 

components (Roles, Activities and Artifacts). The Strategies 4, 5 and 6 were almost 

the same of 1, 2 and 3 ones respectively, with the unique difference that the changes 

Activity or Artifact) whose status level is NULL (+), while that in the strategies 4, 5 

and 6 the changes are applied on items whose status level is NULL (+) and LOW 

().  

 

All these qualitative assessments were finally mapped to a numerical scale from 0 

specific Role, Activity-Task or Artifact. Thus, the final scores can be from 0 to 100 

points. The Table 1 reports the final levels reached by each strategy. The value of 100 

points for the strategy 6, for instance, implies to add to the original SCRUM all 

identified missing attributes for Roles, Activities-Tasks and Artifacts from the 

ISO/IEC 29110 standard, but it naturally will produce a loss of the agile essence of 

SCRUM. Thus, the selected strategy to produce SCRUM+ faces a trade-off situation 

between getting an improved methodology and keeping its agility status.  

Table 1. Results of the Six Means-Ends Strategies 

 Strategy 1 Strategy 2 Strategy 3 Strategy 4 Strategy 5 Strategy 6 

Roles 78 89 100 78 89 100 

Activities 93 97 100 93 97 100 

Artifacts 73 80 80 83 90 100 

Total 81 89 93 85 92 100 

       

 
3.3 Solution: Selected Means-Ends Strategy 

 
In order to select the final solution we defined three criteria: 1) the solution must 

have an overall level that it is between 80 and 89 points (i.e. a high coverage level); 2) 

the solution must have the minimal overall Euclidean Distance M3, which measures 

the distance to the origin (0,0) from a Solution Strategy mapped in a 2D plane of 

M1xM2, where the point (M1,M2) corresponds to M1 and M2 as the Euclidian 

Distance between the Solution Strategy, and the SCRUM solution and the ISO/IEC 

solution respectively; and 3) the Solution Strategy must have a Face Validity 

 

Validity test means that the sphere of the solution in the 3D-scatter graph be 

perceived as suitable for being not so far to both SCRUM and ISO/IEC 29110, and 

thus very near to the theoretically IDEAL solution elaborated. 
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applied in strategies 1, 2 and 3 were applied only on the items (i.e. a specific Role,

to 3, and their average value multiplied by their  corresponding weight assigned to the

approbation through the visualization of the 3D scatter graph (see Fig. 1). The Face 
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Fig.  1. Face Validity Test of Strategies with a 3D-scatter Graph.  

By space limitations, we do not report the specific metrics calculated for the three 

criteria. However, in the Table 2 is reported the summarization of the results. Thus, 

we found the Strategy 2 as the unique solution that fitted the three criteria. 

Table 2. Final Results from the Three Criteria  

 Strategy 

1 

Strategy 

2 

Strategy 

3 

Strategy 

4 

Strategy 

5 

Strategy 

6 

Criterion 1 OK OK  OK   

Criterion 2  OK   OK  

Criterion 3  OK   OK  

       

 

Again, by space limitations, we do not report the whole transformations executed 

on SCRUM on Roles, Activities-Tasks and Artifacts, but in the Table 3, we illustrate 

representative examples of enhancements taken from the ISO/IEC 29110 Entry 

Profile. 

Table 3. Example of the differences between SCRUM y SCRUM+ Roles, Activities-Tasks 

and Artifacts  

SCRUM  SCRUM+ 

Roles (Product Owner) 
Represents Customer's 

interests 

Represents Customer's interests --- Accomplish a mandatory 

formalized project start and closure. 

Authorize and review 

project outcomes 

Authorize and review project outcomes 

--- Verify that the main interests of the customer needs be specified in 

the project start and closure in formalized way. 

Accept or reject final 

product 

Accept or reject final product 

--- Accomplish mandatory signed closure document. 

Activities-Tasks (Sprint Review) 

Review of Increment 

Review of Increment 

--- It is important to ensure the project closure with a document as a 

contract. In this case, it is very important to write the evidence of the 

present increment. 
--- It is very important to update the repository because it can be 

consulted in the future for auditing purposes. In this case, the last increment 

should be considered. 

Review of Project Plan 

 

 

Review of Project Plan 

--- It is important ensure the closure project with a document as a 

contract. In this case, is very important to write the evidence according with 
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the projections to be done in the initial project plan. 

--- It is very important to update the repository because it can be 

consulted in the future for auditing purposes. In this case, the project plan 
should be considered. 

Update Product Backlog Update Product Backlog 

 

--- It is important to ensure the project closure with a document as a 
contract. In this case, is very important to write the evidence according with 

the projections to be done. 

--- It is very important to update the repository because it can be 
consulted in the future for auditing purposes. In this case, the product 

backlog should be considered. 

Artifacts (Increment) 

Set of User Stories 

implemented (DONE) in 

the last Sprint. 

Set of User Stories implemented (DONE) in the last Sprint. 

---Determine how much was the cost of possible changes on the user 

stories done. Check against the initial plan. 

Value provided to 

previous Increments from 

previous Sprints. 

Value provided to previous Increments from previous Sprints. 

---Determine the cost of possible changes on the previous increment 

from the previous sprint. 

Review of potential 

adjustments to the Sprint 

Backlog 

Review of potential adjustments to the Sprint Backlog 

---Determine how much was the cost of possible changes on the Sprint 

Backlog done. Check against the initial plan. 

  

 

5. Conclusions 
 

This research was pursued with the objective to design systematically an 

enhanced balanced agility-disciplined SCRUM methodology from the original 

SCRUM and the ISO/IEC 29110 Entry Profile. Motivation is based on the recurrent 

literature on the need to strengthen the agile methods (in particular, the Project 

Management processes) with a balanced approach. A Mean-Ends Analysis technique 

was used for systematically produce six solutions. Three criteria were fixed for 

selecting the best one from these six solutions. A final solution SCRUM+ with an 

overall coverage of 89% was reached as a Means-Ends transformation from the 

original SCRUM with a 79% level of coverage. 

We consider that as any conceptual research, limitations on the reproducibility and 

internal and external validity of these results can be reported. On reproducibility of 

results while we use the most original source materials the variability of expertise and 

consider that the utilization of different source material can introduce variations. On 

external validity, we conducted an initial conceptual validation from a panel of 

experts (which is not reported here by space limitations) with suitable initial results 

but a more robust empirical validation with SCRUM practitioners is planned for next 

step of this research. As main recommendations, we can report: 1) to conduct the 

empirical validation with SCRUM practitioners through a survey study; 2) to conduct 

experiments to compare the utilization of SCRUM vs SCRUM+; 3) to elaborate an 

Electronic Process Guide of SCRUM+ and promote their utilization in a VSE to study 

empirically via a Case Study their impacts and limitations.  

Finally, we can conclude that balanced agility-disciplined Project Management 

methodologies are required and that the Means-Ends Analysis technique provides a 

robust method for systematically produce potential solutions such as SCRUM+ which 

was transformed from the original SCRUM. 
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self-interpretation of the designers can introduce variations. On internal validity, we 
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Abstract. Requirements elicitation uses several techniques helping to gather 

needs that software systems to be developed must satisfy. The selection of these 

techniques, in any moment of the software development, is made based on its 

context-dependent effectiveness. However, the cost of using these techniques is 

generally not considered in this decision. This work aims to formalize a cost 

construct to determine the resources needed to use a specific elicitation 

technique. For this, authors develop a method based on the fragmentation 

procedure of each technique in unitary actions or operations. This method has 

allowed us to establish the cost of 16 techniques elicitation techniques. This 

cost model proposed seeks to complement the selection criteria of requirements 

elicitation techniques.  

Keywords: Requirements elicitation, elicitation techniques, cost construct, cost 

model, fragments. 

1   Introduction 

Requirements engineering aims to collect the needs of stakeholders to define the 

functions and constraints of the system to be built, which is called as software 

requirements. This stage includes activities such as: elicitation, analysis, specification, 

validation and requirements management [1]. Requirements elicitation (RE) is the 

stage where the developer (or development team), in his / her role of elicitor, interacts 

with the stakeholder to obtain information regarding his or her problem and / or needs 

in order to specify the functions and constraints of software system to be built. 

However, this is not a simple task, since stakeholders can omit or hide information 

about what they do. This is because they consider that, from their point of view, it is 

not important or because it constitutes sensitive information that they should not 

reveal. In order to carry out this task, certain means can be used to help extract 

information from stakeholders, known as software requirements elicitation 

techniques. 

However, knowing which techniques should be used in a particular software 

project requires defining criteria for their selection. In scientific literature, there are 

several proposals that include frameworks or methodologies to select the appropriate 

© Springer International Publishing AG 2018
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techniques for a software project [2]. All of them use effectiveness as a criterion of 

decision, that is, they tend to choose those that allow to better extracting the needs of 

stakeholders [3]. However, these proposals generally do not take into account the cost 

incurred by development teams when using an elicitation technique, although it seems 

to be a relevant aspect for organizations with budget constraints. 

For this reason, the objective of this work is to establish a construct associated to 

the requirements elicitation techniques that allows to describing the cost of its use. 

The cost of using an elicitation technique seeks to reflect the resources, both human 

and material, needed to use a technique. The study considered 16 techniques of 

elicitation for which its prescriptive procedure was formalized as a basis for 

fragmenting it into unitary actions that can be estimated. 

The article continues as follows: Section 2 presents the related work that guide 

this research. Section 3 describes the methodology of work. Section 4 presents the 

development of the model. Section 5 corresponds to the discussion section, where the 

cost model was explained with the prototype technique. Finally, Chapter 6 presents 

the conclusions of the paper. 

2   Related Work 

In the literature, several studies that propose directions or guides for the selection of 

elicitation techniques can be found. Nuseibeh and Easterbrook [4] argue that each 

technique, in itself, has strengths and weaknesses, which makes them perform better 

in some situations than in others and in a particular domain of application, which will 

make it necessary to select the most appropriate according to the characteristics that 

each software project presents.  

Maiden and Rugg [5] argue that, in general, practitioners do not know the wide 

range of elicitation techniques that exist, and even when they know them, they do not 

have adequate guidelines for their selection. Therefore, the authors propose a 

framework for the selection of elicitation techniques that defines a set of criteria, such 

as purpose of the requirements, types of knowledge to be captured, context of 

acquisition, among others. However, these criteria are related to the effectiveness that 

the techniques can have on the characteristics of the project. 

Carrizo, Dieste and Juristo [6] propose a degree of adjustment or adequacy that the 

techniques have in front of a project, that is, how well they fit the software project, for 

which they define certain factors as elicitor, informant, and problem do-main, among 

others. These factors are used by the authors in [7], where they present a framework 

for the selection of software requirements elicitation techniques. This adequacy is 

related to the effectiveness of the techniques in the project.  

Jiang and Eberlein [8] defined 21 project attributes, but their paper show only 7, 

such as project size, volatility of requirements, requirements volability, project 

category degree of safety criticality, time constraints and cost constraints. In the study 

they assessment of the requirements elicitation techniques with respect to software 

project attributes before mentioned based on the suitability using a Technique 

Suitability Model. 
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The cost estimation, principally in the software engineering, is not an easy task, 

for this there are a several clases of software cost estimation models and techniques, 

such as: parametric models, expertise-based techniques, learning-oriented techniques, 

dynamics-based models, regression-based models, and composite-bayesian tecniques.  

[9]. However, in order to make decisions about which technique to use at any given 

time, the availability of project resources should also be considered. For this, it is 

necessary to know the cost structure of applying each technique. Note that there are 

no studies in the related literature that aim to guide practitioners in this direction. 

3   Research Methodology. 

According to Rugg and others [10], fragmenting a technique makes it easier to 

recognize its strengths and weaknesses, so that in order to derive requirements, not 

only more than one elicitation technique can be used, but also a custom-built method 

can be created of the fragments of different techniques, for a particular situation.  

This research is based precisely on this concept of fragmentation of elicitation 

techniques. Thus, to obtain the cost construct, we intend to propose a model with 

which to determine a cost order based on unit actions of each elicitation technique. To 

obtain such a model, the following steps, shown in Fig. 1, were developed. 

 

 
 

Fig. 1. Research methodology 

 

 Selection of techniques: In order to generate the model, we selected 16 

techniques of elicitation among the most popular and well known in software 

engineering [11]. 

 Fragmentation of techniques: For each technique, a prescription or use of the 

technique was formalized. For this, a bibliographic review was performed from 

where the application procedure and examples of use of the technique in the 

requirements elicitation were extracted. Once the prescription is defined, the 

proposed procedure is divided into fragments or unit operations. 

 Algorithmic representation of techniques: The procedure of each technique, ex-

pressed as a set of fragments, is represented algorithmically, that is, the steps to 

follow to apply each technique are described as a pseudo-code algorithm.  

 Definition of the cost construct: Once the procedure of each technique is 

expressed algorithmically, the cost construct associated to the techniques is 

defined, which associates a cost order based on the resources necessary for its 

use. To calculate this order, an algebraic equation is presented, that expresses the 

cost order as the sum of the human and material resources used in each of the 

fragments describing the technique.  

 Determination of cost order: For each technique, the cost order is calculated 

using the model proposed. 
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4   Development of the Cost Model 

This work considered a basis of sixteen elicitation techniques; however, for the 

purposes of this paper and for reasons of space, henceforth the prototype technique 

will be used as an example. In this section, the stages carried out to obtain the cost of 

elicitation techniques are presented. The first subsection shows the prescription of the 

technique, i.e. the procedure to use it and also its fragmentation and structure; the 

second subsection defines the cost model; and the third subsection describes the 

application of the model in order to calculate the cost of the prototype technique. 

 

4.1 Prescription and structuring of elicitation techniques 

The prescription of a technique corresponds to its use guide, that is, it describes a 

procedure of how the technique is applied to elicit software requirements. Prescription 

of the prototype technique is presented below. 

 

Prototype technique. 

This method is associated with the idea of developing a simplified version of the 

system to be built. These artifacts are called software or hardware prototypes. Ac-

cording to Naumann and Jenkins [12], a software prototype corresponds to an 

intentionally incomplete system to be modified, expanded, complemented or 

supplanted. Its use is varied, although in this case we are interested those that serve to 

obtain requirements. Several authors, Naumann and Jenkins [10], Seen [13], Asur and 

Hufnagel [14] and Stephens and Bates [15], have applied this technique. However, the 

application procedure, mainly the execution stage, is not formally defined. It is for 

this reason that an original set of steps for the execution of the technique is pro-posed, 

although the general procedure is based on Senn's [13] (See Table 1). 
Table 1. Procedure of prototype technique.  

Prototype Technique 

Ex ante Execution 

Step Actions 

1 Identification of Known Requirements 

The educator and stakeholders identify the known requirements and determine the purpose of the application prototype 

2 Development of a Model 

 Explain the iterative method of the prototype and responsibilities to stakeholders who participate directly in the whole process. 

Stakeholders and educators jointly identify the data that is necessary for the system and specify the output that the application must produce. In the development of 

a prototype the following components are prepared: 

 The language for the dialogue or conversation between the user and the system 

 Screens and formats for data entry 

 Essential Processing Modules 

 System Output 

3 Determination of inputs and outputs 
Incorporating in the input / output interface features representative of those that will be included in the final system allows for greater accuracy in the session. 

4 Logistics 

 Agree on the date and time of the session and the place of the session. 

Prepare the room where the session will be held and cite the participants. The full duration of the session should not exceed 2 hours. 

Execution 

5 Development 

 To perform the session, the following protocol is proposed: 

 At the beginning of the session, the educator should introduce himself / herself, state the purpose of the session, list the prototype functionalities, and describe 

the context of the prototype. 

 Allow the stakeholder to operate the prototype, allowing it to execute, one by one, the functions implemented in it. 

 In each function, the eductor must explain to the stakeholder what the role is doing, the stakeholder must execute the function. The stakeholder can ask 
questions to the engineer, regarding doubts with the execution of a function as data entry, steps to follow, etc. The eductor must answer the questions asked. 

 During the execution of a function, the stakeholder can make comments or suggestions regarding things that he considers to be missing or that should be 

modified. The eductor should take note of each of the suggestions or comments made by the stakeholder. 

 Once all of functions have been performed, the educator concludes the session by presenting a summary of the comments and suggestions made by the 

stakeholder, which were documented during the presentation of the prototype. 

Ex post Execution 

6 Record of captured information 

Formalize captured information that can serve as input to the definition of requirements. 
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Fragmentation. 

The prescription of the techniques presented in the previous section is done through a 

procedure and, as such, it is possible to represent it structurally through a pseudo code 

(See Table 2). In addition, this structuring will facilitate the determination of cost 

magnitude for the model to be proposed.   

 
Table 2. Fragmentation of the procedure of prototype technique 

 

Cost model of elicitation techniques. 

The computational cost or machine cost refers to the resources needed to execute an 

algorithm. These resources, as it is read above, involve a temporal resource (time) and 

a spatial resource (machine resources, memory), which are studied through 

algorithmic complexity (temporal and spatial complexity). The complexity analysis 

aims to quantify the physical measures: "execution time and memory space" and 

compare different algorithms that solve the same problem in order to determine their 
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efficiency [16]. An algorithm is, in simple words, a finite set of steps that must be per-

formed to solve a problem.  

The selection of one or more techniques to elicit requirements is related to their 

effectiveness in a software project. There are several proposals to select techniques 

according to the context of the project, which is defined through certain attributes that 

describe it. The effectiveness of the elicitation techniques (T) can be seen as a set of 

paths that allow going from a state t0 to a state t1, where a certain number of 

requirements have been obtained for the software to be constructed. This can be seen 

in Fig. 2. 

 
 

Fig. 2. Effectiveness of elicitation techniques 

 

Equation (1) shows an analytical description of the effectiveness. 

 (1) 

The effectiveness may be similar to the temporal complexity in the analysis of 
algorithms. The above means that to obtain a certain amount of requirements elicited, 
one or several techniques allow me to arrive faster (in a shorter time) from t0 to t1, so 
they are said to be more effective than others, but, what will be the cost of taking that 
road faster?  

The cost related to an elicitation technique corresponds to the resources needed to 
use this technique. So, following the analogy of the figure, the associated costs of 
elicitation techniques could be seen as tolls on a route. This means that although the 
road can be seen in the first instance as the fastest, it may have many tolls on the route 
so its cost will be higher than other roads. This situation is plotted in Fig. 3. 

 

 

Fig. 3. Cost related to elicitation techniques 

Equation (2) shows the analytical representation of the cost. 
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 (2) 

 

The cost may be similar to spatial complexity in analyzing algorithms. This means 

that to obtain a certain number of requirements, a set of resources will be necessary to 

perform this task. In the case of elicitation techniques, resources include human and 

financial resources. 

 

Cost Model.  

The cost model is an algebraic equation for calculating the cost related to software 

requirements elicitation techniques. The cost model is shown in equation (3). 

 (3) 

Where: 

 

 : Cost related to the technique. 

 : Cost of human resources used in the technique. 

 : Cost of material resources used in the technique. 

 : Represents each of the fragments or unit operations of the technique. 

 

The material resources represent the use of things (measured in hours-object) 

necessary to apply the technique as materials, offices, etc. The cost here is represented 

by economic cost segments (Low, LC; Medium, MC and High, HC). For example, if 

an office or classroom is to be leased for the time of duration of the elicitation session 

(td), then, as shown in equation (4), the usage cost of the classroom will be:  

 (4) 

A high cost means that the cost (per hour) of the material resource is greater than that 

of other material resources such as pencils, computers, minutes of call, etc. The cost 

model seeks to determine the cost in both human and material resources that must be 

incurred in each of the unit operations that are carried out when using an elicitation 

technique. This is outlined as a second criterion for the selection of techniques, i.e. as 

a second decision filter, since they can first be selected according to their 

effectiveness, and then those whose cost the company may incur. When obtaining the 

cost and the effectiveness, a cost-benefit relation can be obtained in favor of the 

selection of the elicitation techniques. 

 

Applying the cost model of elicitation techniques.  

In this section, the cost model is applied to the prototype technique, for which the cost 

of the unit operations that compose it will be calculated. Table 3 shows the calculation 

performed. The cost model consists of an algebraic equation that considers the human 

and material resources needed to use an elicitation technique. However, the 

determination of the cost order for each technique was performed under certain 

conditions and / or restrictions, such as the duration of the elicitation sessions. This 

duration will depend on what the elicitor and the stakeholder agree. 
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Another condition is that the cost of the techniques is for the use of these once 

only, that is, once a technique is used, it can be used again; another technique can be 

used, or can advance the elicitation process of software development. 

In group techniques, the technique is conditioned to only one elicitor (EL), who 

re-presents the hour-man value of the elicitor. However, in these group techniques, 

there can be more than one stakeholder, and they can be of different types: STKg, if 

he or she is a manager; STKj, if he or she is a head of unit; and STKu, if he or she is a 

user. These denominations represent the hour-man value of each of the stakeholder 

types. For individual techniques, the STK variable represents the hour-man value of 

the stakeholder when it is an individual technique, that is, when there is only one 

stakeholder. 

Unit operations represent actions to carry out the procedure. These represent small 

tasks, which cannot be divided into smaller tasks. However, there are tasks that can be 

divided into smaller ones, but that for simplicity of the study they were decided to 

express as a unitary operation. 

5  Discussion 

Table 4 shows a summary of the cost and cost order obtained for each elicitation 

techniques. According to the table, it was obtained that, for the individual techniques, 

that is, those in which the interaction is between one elicitor and one stakeholder, the 

cost order is 1, that is, constant. This means that for these techniques, the cost will not 

depend on the size of the input, or the number of stakeholders. The cost will depend 

on other factors, such as the type of stakeholder selected, since if the stakeholder is a 

manager the effort required will be greater because the value man-hours is greater 

than a stakeholder-user. Therefore, the cost will be higher. Another factor that may 

influence the cost of a technique is the cost person-hours of the elicitor, and this will 

depend on the experience of the same. 

On the other hand, the group techniques present an order of cost n, that is to say 

linear, which means that its cost will depend on the number of participating 

stakeholders. As the stakeholders number increases, the effort will increase, i.e. the 

number of man hours will increase. As the cost order considers human and material 

resources, in addition to the effort required using a technique, the cost will also de-

pend on the cost of the material resources needed for its use. 

Accordingly, based on number of stakeholders, material resources and elicitor’s 

experience, among elicitation techniques considered the interview (unstructured and 

structured) present the lowest cost (interaction 1-1 between stakeholder and elicitor, 

do not require many material resources and do not require much elicitor’s 

experience), followed by the questionnaire technique or the Delphi method (it do not 

require much material resources, but both techniques consider a group of 

stakeholders, so the effort required grows according to the stakeholders and require a 

medium level elicitor’s experience). On the other hand, use cases and laddering 

techniques could also be considered with the lowest cost, since they are of order 1, 

that is to say constant, and does not require many material resources for its execution, 

however in this case, the elicitor's experience influences, which increases the man-

hours value of effort and, finally, the cost of the technique. 
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Table 3. Calculation of cost order of prototype technique. 

 
Human resources Material resources 

Unit operation Person Time Worker (h*h) Amount Object Time Use Cost (h*o) 

Identify known requirements EL t t*EL 
1 Computer t t*MC 

 
Internet t t*MC 

Determine purpose of prototype EL t t*EL 
1 Computer t t*MC 

 

Internet t t*MC 

Prepare language for dialogue between 

actors 
EL t t*EL 

1 Computer t t*MC 

 

Internet t t*MC 

Prepare screens and formats for data 

entry 
EL t t*EL 

1 Computer t t*MC 

 

Internet t t*MC 

Prepares essential processing modules EL t t*EL 
1 Computer t t*MC 

 

Internet t t*MC 

Prepare system output EL t t*EL 
1 Computer t t*MC 

 

Internet t t*MC 

Incorporate characteristics of the final 

system 
EL t t*EL 

1 Computer t t*MC 

Decide to record the session EL t t*EL 
1 Computer t t*MC 

 

Internet t t*MC 

Start recording 

EL + 

STK 
td td*(EL + STK) 

1 

Notebook 

(Logbook) td td*LC 

Presentation of the analyst 1 Pencil td td*LC 

Declare purpose of the session 1 Clock td td*LC 

List prototype functions 1 Recording device td td*MC 

Describe prototype context 1 Recording memory td td*MC 

Allow stakeholder to operate prototype 1 Place td td*HC 

Explain what the function does 1 Computer td td*MC 

Lead stakeholder to execute function 

    Listen to stakeholder question 

    Answer question to stakeholder 

    Listen to stakeholder suggestion 

    Answer suggestion to stakeholder 

    Take note of suggestion 

    Listen to stakeholder comment 

    Answer to stakeholder  comment  
    Take note of comments 
    Present summary of suggestions taken 

    Present summary of comments taken 

    
Formalize the information obtained 

EL + 

STK t t*EL 1 Computer td t*MC 

 

 
Total HR 

9t*EL + 

td*(EL + STK) 

 

Total MR 

16t*MC + 

3td*LC + 

2td*MC + 

td*HC 

 
 

Cost 9t*EL + td*(EL + STK) + 16t*MC + 3td*LC + 2td*MC + td*HC 

 
 

Cost Order (1) CONSTANT 

Table 4. Summary cost order and cost order for eliciting techniques.   

TÉCHNIQUE COST COST ORDER 

Open-Ended Interview 23t*EL + td*(EL+STK) + 11t*LC + 30t*MC + 3t*LC + 2td*MC + td*HC (1) CONSTANT 

Structured Interview 22t*EL + 3t*(EL+STK) + td*(EL+STK) + 11t*LC + 30t*MC + 2td*MC + 3td*LC + td*HC (1) CONSTANT 

Observation of usual 

tasks 

5t*EL + 4t*(EL + n*STKg + n*STKj + n*STKu) + 2t*(EL+CLI) + td(EL + n*STKg + n*STKj + n*STKu) + 9t*LC + 14t*MC 

+ 3td*LC + 2td*MC + td*HC 
(n) LINEAR 

Card Sorting 7t*EL + t*(EL+STK) + td*(EL+STK) + 3t*LC + 14t*MC + 3td*LC + 2td*MC + td*HC (1) CONSTANT 

Questionnaire 8t*EL + t*(EL + n*STKg + n*STKj + n*STKu) + 16t*MC + 3td*LC + 2td*MC (n) LINEAR 

Protocol Analysis 9*t*EL + t*(EL+STK) + td*(EL+STK) + 8t*LC + 14t*MC + 3td*LC + 2td*MC + t*HC (1) CONSTANT 

Repertory Grid 5t*EL + 4t*(EL+STK) + td*(EL+STK) + 15t*LC + 8t*MC + 3td*LC + 2td*MC + td*HC (1) CONSTANT 

Brainstorming 
5t*EL + 3t*(EL + n*STKg + n*STKj + n*STKu) + td*(EL + n*STKg + n*STKj + n*STKu) + 6t*LC + 10t*MC + t*HC+ 

3td*LC + 2td*MC + td*HC 
(n) LINEAR 

Nominal Group 

Technique 

7t*EL + td * (EL + n*STKg + n*STKj + n*STKu) + t*(EL + n*STKg + n*STKj + n*STKu) + 3t*LC + 11t*MC + t*HC + 

3td*LC + 2td*MC + td*HC 
(n) LINEAR 

Focus Group 
11t*EL + 8t*(EL + n*STKg + n*STKj + n*STKu)+ td*(EL + n*STKg + n*STKj + n*STKu) + 8t*LC + 23t*MC + 7td*LC + 

2td*MC + td*HC 
(n) LINEAR 

Delphi Method 11t*EL + t*(EL + n*STKg + n*STKj + n*STKu) + td*(EL + n*STKg + n*STKj + n*STKu) + 20t*MC + 2td*LC + 4td*MC (n) LINEAR 

Laddering 4t*EL + 3t (EL + STK) + td*(EL + STK) + 10t*LC + 6t*MC + t*HC + 2td*MC + 2td*LC (1) CONSTANT 

Participant Observation t*EL + td*(EL + n*STKg + n*STKj + n*STKu) + t*MC + 3td*LC + 2td*MC + td*HC (n) LINEAR 

Prototypes 9t*EL + td*(EL + STK) + 16t*MC + 3td*LC + 2td*MC + td*HC (1) CONSTANT 

Joint Application 

Development 
12t*EL + td*(EL + n*STKg + n*STKj + n*STKu) + 24t*MC + 3td*LC+ 2td*MC + td*HC (n) LINEAR 

Use Cases 3t*EL + 3t*(EL + STK) + td*(EL + STK) + 10t*LC + 4t*MC + 3td*LC + 2td*MC * td*HC (1) CONSTANT 
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At the other extreme are the group techniques that prove to be the most costly. 

This is the case of focus group, since it requires a specific group of stakeholders, 

which could have a high value of person-hours, increasing the effort required to per-

form the technique. In addition, many material resources are required both for the 

group, in general, and for each stakeholders. In these techniques, the higher cost will 

depend on the stakeholders selected. Alongside this, the JAD technique includes the 

role of the executive sponsor as a stakeholder, which can increase the value of person-

hours and ultimately increase the cost. In the case of techniques Observation of ha-

bitual tasks and Participant observation, the role of the client appears which, as in the 

previous case, can increase the value of person-hours and, therefore, the final cost of 

the technique. 

In summary, the techniques that present the least cost are the Interviews, both Un-

structured and Structured. The most costly are JAD, the Observation of habitual tasks 

and Participant observation. The final cost will depend on the characteristics of the 

project and the cost incurred both in human resources and materials needed to use a 

technique. 

5  Conclusions 

Software engineers need to select the most appropriate requirements elicitation 

technique at each point in software development. This should not only contribute to 

the quality of the software product that meets the needs of the stakeholders, but also 

must allow adjusting to budgetary constraints of the project. This research work is 

oriented in this direction, since, until now, elicitation techniques were selected 

considering only their effectiveness, without considering the cost involved. 

The proposed cost model makes it possible to calculate the cost of using a 

requirements education technique. Thus, cost pretends to be a relevant criterion or 

filter for the selection of techniques, so that once the effectiveness and cost of a 

technique have been determined, a cost-benefit relationship can be established for the 

techniques in a particular software development project. 

In this work, the cost construct does not calculate the final cost incurred in using 

an elicitation technique, but instead gives an order of magnitude of cost, that is, the 

cost is expressed as a mathematical equation in order to have a notion of the cost 

when using the technique. In addition, the cost model considers only material and 

human resources as a first approach in order to determine the cost of elicitation 

techniques, i.e. how much it ultimately costs to use an elicitation technique. 

The work allows to associate cost reasons with sixteen well-known techniques, 

line of investigation unpublished in the software engineering. As future work, we 

hope to study the development of a unified model that considers both the effective-

ness and the cost of elicitation techniques in order to support the development teams 

in their selection. 
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Abstract. Defining software development methodologies may jointly include 

traditional and agile frameworks practices. Agile frameworks give teamwork 

structure and dynamics which are focused on delivering value in an incremental 

way. Traditional frameworks establish clarity in work products and project 

phases along all its lifecycle. The combination of frameworks can help to apply 

best practices of different models, but increasing the complexity in the 

methodology definition when having to start from contexts of a different nature. 

You will see in this article a carried out study that confirms the use of 

agile/traditional mixed methodologies in the industry, the difficulties that 

emerged and that are still seen in this approach, and the creation, setting and 

analysis of a guide that helps to uncomplex the definition of mixed 

methodologies. 

Keywords: Software Process Improvement, Software Development 

Methodologies, Agile Frameworks, Traditional Frameworks, VSEs. 

1 Introduction 

Defining a methodology is searching to establish a group of procedures that help to 

carry out an objective [1] [2], but What happens if different kind of frameworks are 

combined in a methodology definition? 

Software development projects can be supported by a large diversity of reference 

frameworks [3], that by the type of methodologies in which they are frequently used 

[4], we have categorized them throughout this paper in traditional frameworks [4] such 

as RUP [5], CMMI [6], ISO/IEC 9001 [7] or PSP/TSP [8], and agile frameworks [9] 

such as Scrum [10], Kanban [11] or LEAN [12]. 

Traditional frameworks are based on a best-of practice and forms ensemble which 

help to take into account vital factors in a project lifecycle and that must be defined 

from the start [13], but that can generate too extensive phases, thanks to the greater 

detail in documentation or required activities [14].  

Agile frameworks, on the other hand, propose an incremental evolutionary process, 

where the biggest value-generating activities for the customer are prioritized to be 

carried out and delivered as soon as possible, but they can leave out important factors 

in project planning, due to these frameworks not proposing the dimensions presented 

by traditional frameworks [14]. 
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Agile and traditional frameworks integration is a reality which is being contemplated 

in the industry [2] [1] and there are proposals that allow to analyze applied mix solutions 

[14] [15] [13]. However, this approach generates an additional complexity in requiring 

to identify, correlate and select phases, roles, tasks or work products among different 

frameworks, that if it is not properly carried out, it may result in process repetition, non-

adequate role execution or deficient definition of work teams [16] [17] [18].   

WYDIWYN -What You Define, Is What You Need- model proposed in this paper 

looks for helping to define a methodology focused on what the company needs, 

simplifying the inherent complexity when combining agile and traditional frameworks. 

This paper is structured in the following way: a background study will be seen in 

section 2 about mixed agile/traditional methodologies; the difficulty that we are seeking 

to solve is detailed in section 3; the design and structure of the suggested solution is 

presented in section 4; and an analysis, conclusions and a proposal of future work is 

found in the end in section 5. 

2 Background 

We perform a study of works that take into account approaches for software 

development methodologies, including agile and traditional practices based on the 

established protocol in [19]. 

Previous studies [20] [21] were adopted as base and they were refined looking to 

identify solution initiatives that have been approached in the last years, and which 

contemplate agile and traditional frameworks best practices along with advantages, 

disadvantages and comparatives. Applying the defined protocol, a search for various 

resources was made and the articles showed in table 1 were selected. 

 
Table 1.  Selected works. Source: Own elaboration 

Work Year Work Year Work Year Work Year Work Year 

[17] 2012 [1] 2014 [22] 2013  [18] 2015  [21] 2016 

[13] 2012 [2] 2014 [14] 2013  [23] 2015 [24] 2016 

[25] 2013 [15] 2013 [26] 2014 [20] 2015 [27] 2014 

[28] 2014 [29] 2011 [30] 2010  [16] 2013   

 

General ideas about the traditional reference frameworks are managed to be 

abstracted from the selected works [2] [13] [14] [30] [18] [23], where the projects are 

laid out as predictable and linear, with clearly-defined limits [2] and with tangible 

results in planning and design phases [25].  

It was identified from the agile frameworks that they are characterized for including 

worries about the people development and team empowerment [1], at the same time, 

they are focused on the reduction and risk control, through software development and 

delivery in shorts periods of time [14]. 

Agile/traditional frameworks integration is contemplated from recommended best 

practices [13] [2] [15] [17] [29], directly bringing up mixed models and applying why 

it is useful to include good practices of agile and traditional frameworks in a joint way 

[28] [16]. Quick feedback, better tolerance to change, risk management [14] [1], good 

work structure, clear and accurate artifacts [2], contemplation of key necessary 
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activities and practices to completely cover the lifecycle of the projects [13] are found 

among the main advantages. 

Integrating different types of frameworks brings with it new challenges and 

problems that increase the complexity of a project. Contemplating for combined 

frameworks stressed differences in the software development lifecycle [16] [21], roles 

definitions [16] [17] [18], related activities that end up being redundant, complementary 

or that do not generate value according to a determined context [20] [13] [17] [14], 

work products that are redundant or that achieve similar objectives [16] and limitants 

in team sizes [1] [27].  

As a conclusion of the study, agile and traditional frameworks integration is part of 

the current software industry [13] [2] [15] [17] [29] and it brings with it great 

advantages [13] [2] [15] [17] [29], but new challenges at the same time that end up in 

an extra complexity for the methodological definition [20] [16] [21] [17].  

3 Difficulty 

 When defining a methodology with an agile/traditional mixed scheme is proposed by 

a company, there is an additional complexity in the starting point since a deep analysis 

about topics that have not been finished to lay out is needed [20]. 

There are difficulties in the activity integration of different frameworks, despite the 

achieved approaches in mixed agile and traditional proposals, increasing the 

complexity [13] [17] [14]. The resulting complexity is summarized in table 2. 

 
Table 2.  Agile and traditional frameworks integration complexity. Source: Own elaboration 

ID Description Inherent complexity Associated difficulty 

CM

P1 

Lifecycle 

homologation 

Need to identify and fit in 

a similar way, phases 

between frameworks. 

Risk of execution of tasks in wrong phases, 

generating repetition of work or lack of 

ability to control risks at the right time [16] 

[21]. 

CM

P2 

Roles 

homologation 

Need to identify and fit in 

a similar way, roles 

between frameworks. 

Risk of misrepresenting responsibilities in 

the execution of tasks, affecting the quality 

of the product performed [16] [17] [18]. 

CM

P3 

Tasks 

correlation 

Need to identify and 

correlate tasks 

characteristics between 

frameworks. 

Risk of performing unproductive or 

unnecessary tasks, if the correlation and 

objective of activities between different 

frameworks is not clear [20] [13] [17] [14]. 

CM

P4 

Work products 

correlation and 

redefinition 

Need to identify 

correlates and redefine 

similar goal work 

products between 

frameworks. 

Risk of generating redundant or disjointed 

work products [16], if their end and 

correlation between frames are not known. 

CM

P5 

Team size 

homologation 

Need to identify and fit in 

a similar way, team size 

between frameworks. 

Risk of unproductive times or deterioration 

of quality of deliverables, if the guidelines 

of suitable size of work equipment are not 

followed [1] [16].  
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The difficulty encompassed in this work is summarized in answering how can 

software development practices of agile and traditional frameworks be simplified. We 

work with the hypothesis that, having a multimodel structure of agile and traditional 

practice integration, we manage to reduce the complexity framed in table 2. 

4 WYDIWYN -What You Define, Is What You Need-: Defining 

Agile/Traditional Mixed Methodologies 

The definition of a methodology seeks to establish a group of procedures that help to 

achieve an objective [1] [2].  

We identified in the previous sections advantages of agile/traditional mixed 

methodologies definition, such as quick feedback, better tolerance to change and risk 

management [14] [1], combined with good work structure, clear and accurate artifacts 

[2] and contemplation of key activities of sofware development lifecycle [13].   

We saw how the inherent complexity to framework combination can lead, among 

other aspects, to repeated processes and work, lack of risk control, non-adequate role 

execution of tasks or deficient definition of work teams. The wrong definition of a 

methodology as a result of this complexity, guides us to institutionalize a way of work 

that does not reflect what the company needs. 

There are proposals in diverse areas of knowledge of multimodel schemes in order 

to facilitate the integration of different frameworks [31] [32], where structuring and 

homologation techniques are laid out, and advantages when proposing integrating 

models [20] are identified. 

The WYDIWYN -What You Define, Is What You Need- model proposed in this 

work makes use of structuring and homologation techniques and it has the objective of 

providing a guide for definition of agile/traditional mixed methodologies, focused on 

what a company needs, simplifying the identification, correlation and selection of 

phases, roles, tasks and work products among different frameworks. 

The guide conception requires defining a structure, a visual model and a 

documentation and specification of tasks and work products. 

4.1 Structure and visual model 

Multimodel scheme approaches highlight advantages such as the inclusion capacity of 

different framework features, the incremental enrichment of the multimodel structure 

and the visual representation of activities and correlations in order to facilitate the 

understanding [31] [33]. It is important to lay out a scheme that allows to easily 

identifying these correlations, together with delivering different views of the 

information according to the aspects that are desired to be validated in any given 

moment. 

Three important characteristics are determined that will help to define the guide, 

based on the complexity identified in the last section. First, the need of role (CMP1), 

lifecycle (CMP2) and team size (CMP5) homologation, leads us require a central axis 

in which the different frameworks can find a way of comparing themselves within. 
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Second, the need of task (CMP3) and deliverables (CMP4) correlation from the made 

homologation, it leads to require a group of variables that allow to structure a 

framework from different perspectives. Third, the need of an analysis of different 

correlated and homologated frameworks, leads to require a visual representation that 

allows interacting and validating the interested frameworks from the defined variables. 

These three characteristics can be appreciated in table 3, in the light of the defined 

complexity and how they are related. 

  
Table 3.  Structural and visual characteristics of the guide. Source: Own elaboration 

ID Name Justification Including 

CT1 Central axis 
Based on the identified homologation 

complexity (CMP1, CMP2, CMP5). 

(Base1) Lifecycle 

(Base2) Roles 

(Base3) Team size 

CT2 
Structural 

variables 

Based on the complexity of 

identifying, correlating and 

redefining tasks and work products 

(CMP1, CMP2, CMP3, CMP4). 

(Var1) Lifecycle phases 

(Var2) Roles 

(Var3) Tasks 

(Var4) Work products 

CT3 
Visual 

representation 

Based on the central axis and 

structural variables (CT1, CT2) 

(View1) Central axis view 

(View2) Phases view 

(View3) Roles view 

(View4) Tasks view 

(View5) Work products view 

 

Structure: The ISO/IEC 29110 standard [34] is the based used for the CT1 

characteristic, due to it allowing to model agile and traditional frameworks, providing 

profiles that take into account the lifecycle and roles of software development, and it is 

focused on small work entities the same as the agile frameworks [34] [18] [24]. 

Additionally, there are currently definitions of agile/traditional mixed definitions that 

have managed to be executed from this standard [16] and it allows comparing the 

methodologies with international standards, and even being certified [34].  

A diagram is approached for the following characteristic CT2, in figure 1, where is 

evidenced how all the structuring variables will interrelate with the central axis of 

characteristic CT1, for the integrations of agile and traditional frameworks. 

 

 
Fig. 1. Homologation and structuring characteristics. Source: Own elaboration 

 

The figure presents an overlapped central axis that looks for lifecycle, roles and the 

team size homologation, addressing the CMP1, CMP2 and CMP5 complexities. The 
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structuring CT2 variables are featured around and behind the central axis, that star from 

the need of simplifying the analysis to include phases, roles, tasks or work products in 

a methodology. This representation indicates that the structure variables must be 

expressed in terms of the central axis relation. Additionally, the variables present a 

categorization, specification of obligatory nature and a series of attributes that allow 

them to be catalogued and easily correlated covering the CMP3 and CMP4 

complexities. Finally, the graphic overlaps the area spectrum of each structuring 

variable with the others, indicating that there are an intersection and a direct correlation 

among them and they must lay out bonds not only with the main axis, but also among 

the variables.  

Some bases for the progress of the guide are initially defined, produced from an 

ISO/IEC 29110 [34] basic profile, the requirements and software development process 

areas of CMMI-DEV [6] and the SCRUM [10] definition. The lifecycle base phases are 

project planning, implementation and evaluation of the project plan, requirements 

analysis, software design, software development, testing and integration, product 

delivery, closure and self-assessment. The base roles are product receiver, team leader, 

requirements analyst, software designer, software developer and tester. The base size 

for a work team is between 6 and 10 people. These base characteristics can be redefined 

or increased as frameworks are added, when a direct relationship with the framework 

that is desired to be included is not possible to be found. 

Guide visual model: Once the variable interrelation is laid out, it is required to create 

a visual mode of the guide addressing the CT3 characteristic. Rios suggests a 

multimodel structure[33] in the Enterprise Architect tool from Sparx Systems, creating 

hierarchical panels, visual schemes and correlation among components that “allow to 

see in a simple way all the elements that take part of a model” [33]. In turn, in this 

model is included a homologation and correlation of traditional frameworks such as 

ISO/IEC 9901, CMMI-SVC, CMMI-ACQ, CMMI-DEV and COBIT [33]. This 

approach offers a very interesting abstraction level, considering that it generates 

documentary and visual correlations inside the same model and inside diverse models 

as well. 

This structure, laid out by Rios [33] was abstracted and extended in order to include 

the findings of this work and to be able to homologate both agile and traditional 

frameworks, representing the scheme in figure 1. 

The important issue is to be able to hierarchically represent the frameworks, to 

connect components and to have different views of the information, agreed with the 

laid out structuring variables, allowing to correlate the lifecycle, roles, tasks and work 

products of frameworks, as it is shown in figure 2. 

 

 
Fig. 2. Hierarchically structuring, correlations and views. Source: Own elaboration 
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It is important to highlight how we can have complete hierarchized structures of the 

different frameworks and of the central axis of the guide, allowing to explore in an 

organized way the different components and their substructures. We can appreciate how 

different types of relationships exist and that those can be applied to components or 

documents, allowing to search and navigate between correlations. Enterprise Architect 

delivers a group of tools to have access to preconfigured views of the information as 

well as personalized views, all of this starting from the created hierarchies and the 

correlations added to the components. 

4.2 Documentation and tasks and work products specification 

It is important to clearly define what resulting artifacts of each activity are expected 

as well as the required structure and its relation to other frameworks. Figure 3 shows 

how the ISO/IEC 29110-2 standard [34] presents a section of reference and taxonomy 

frameworks that explains how to establish tasks and work products, showing the 

information characteristics required and permitting to compare different frameworks. 

 

 
Fig. 3. Tasks and work products documentation.  Source: ISO/IEC 29110 [34]  

 

This way of documenting allows having clarity of the purpose, the entries, the exits 

and the correlations among tasks and work products. Moreover, it integrates the 

capacity of relating these artifacts with international standards, which lets comparing a 

methodology with international norms, offering more possibilities to be measured and 

certified by external agents [34]. 

For an easy generation of this documentation, the task attributes and the work 

products are entered from their creation in Enterprise Architect. The best aspect of this 

way of implementing is that Enterprise Architect allows creating documentation 

templates that can be exported in formats such as RTF, PDF and HTML, which lets us 

generate a complete documentation of a methodology including all the defined 

characteristics: phases, roles, tasks, work products, correlations and alignments with 

international standards. 

 

As a result, we have a structure based on the engineering profiles of ISO/IEC 29110-5 

[34]; a tool that has a catalog of correlated frameworks from lifecycle phases, roles, 

tasks and work products; and the possibility of generating documentation of a 

methodology from the same tool, based on selected frameworks and activities, 

complying with the framework and taxonomies of ISO/IEC 29110-2 [34] and 

generating a specification of a custom profile with tasks and work products. 
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Advantages of this aproach are that software development teams can use the tools of 

the model to define and document their own methodology and accelerate the adoption 

of agile and traditional frameworks.  They can performe methodical replacements 

between activities that seek the same goal, and correlating activities of different 

frameworks. They must choose the frameworks to be applied, identify the correlations 

between the frameworks activities and select the activities to be carried out.   

Community members will have the possibility to add frameworks to the tool, 

mapping them to the central axis of the model, correlating the model variables and 

generating the required documentation of tasks and work products. 

5 Conclusions and future work 

This work has presented a study that allows corroborating the presence of 

methodologies that combine agile and traditional frameworks in the industry. Great 

advantages of combining agile and traditional practices were identified, at the same 

time of new challenges that are born due to the additional complexity in the definition 

of the methodologies that mix frameworks of different types. It was evidenced that this 

complexity can take us, among other aspects, to repetitive processes, repetitive work, 

lack of risk control, task execution through non-adequate roles or deficient definition 

of work teams. 

The WYDIWYN -What You Define, Is What You Need- model was approached, 

focused on helping to define methodologies oriented to what a company needs, 

simplifying the identification, correlation and selection of phases, roles, tasks and work 

products among different frameworks. The model was subdivided in three big 

characteristics: a central axis that allows comparing different frameworks, some 

structuring variables that permit to correlate different frameworks, and a visual model 

that lets interact, catalog and personalize the way to explore it. A base structure for the 

definition of these characteristics was laid out, also its representation in Enterprise 

Architect as the chosen tool to implement the guide and its documentation from the 

taxonomy of the ISO/IEC 29110 standard, that allow the methodologies to be certified 

and compared with international standards.  

Main advantage of WYDIWYN is having a centralized scheme that helps to 

compare, correlate and discriminate activities of different frameworks. It also highlights 

the fact of having a tool that allows incremental evolving the model, and to create 

personalized views of the information. Finally, the ability to generate documentation 

from templates and compare methodologies with international standards, bring a value 

for the company, letting it be able to define processes that can be internationally 

certified and compared. 

As an opportunity for improvement, a low focus on risk and control activities it is 

identified, which although they are considered, could been raised as a model relevant 

structural part.  In addition, the dependency of a licensed tool, as Enterprise Architect, 

may adversely affect the guide acceptance and willingness of the community members 

to contribute. 

As future work it is considered to add iteratively agile and traditional frameworks, 

while analyzing and refining central axis phases, roles and team size. We plan to 
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evaluate a first phase of the refined result in some software development companies, 

waiting for a greater maturity of the current prototype. A model contribution 

explanatory guide will be created, so that software development community members 

can complement it. In addition, a centralized and versioned model for consultation and 

contribution will be laid. 
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Abstract. In recent years, the software industry in Latin America, mostly 

consisted of small companies, has shown a notable increase in its operations. 

However, the practices they use do not allow them to achieve sustainable growth 

over time. In particular, one aspect that stands out is the disorder that presents 

inside the company when managing multiple projects with a very small human 

team. This paper seeks to identify experiences of application of models related to 

portfolio management in small contexts in the software industry. The study is 

carried out through a systematic literature review in relevant digital repositories. 

We have found 60 primary studies obtained in the search in the considered 

databases. Primary studies show that project portfolio management models 

present difficulties in their adoption in small contexts. In addition, there are few 

studies that refer to experiences of application of portfolio management models 

in small context in the software industry and point out that a relevant aspect for 

non-adoption is the lack of understanding of the models in their original 

proposal.  

Keywords: Project portfolio management, project management, software 

development, small entity. 

1   Introduction 

Project portfolio management (PPM) is an emerging aspect of business management, 

focusing on how to select, prioritize, integrate, manage and control projects and their 

resources in the context of multiple projects that exist in organizations [1]. The Project 

Management Institute (PMI) [9] also consider the identification, prioritization, 

authorization, administration and control of programs, projects and other activities or 

work, allowing the achievement of the organizational strategic objectives. In particular, 

small organizations have the challenge of managing multiple small-scale projects [2], 

with limited resources [3], and therefore need to have simple but useful tools for 

efficient project management [4]. 

PPM is relevant in small software organizations, when software staff members have 

multiple roles and responsibilities, and they function simultaneously in different types 

of activities [5]. The research about PPM in a small company is incipient, even more, 
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considering that the nature of this type of project portfolio is different from the 

traditional PPM [5]. 

In this context, there have been some initiatives in Information Technology (IT) 

fields that incorporate the PPM for small organizations. These include: Competisoft 

[6], MPS.BR [7], Moprosoft [8] and adaptations of the PMI Portfolio Management 

Standard [9]. However, these initiatives [6] [7] [8] are geared towards various software 

processes, one of which is the PPM. 

From the literature, we found some studies such as [10] and [15] that justify the 

need of PPM for small companies, also surveys to determine problems in PPM in small 

companies [11] and their impacts in the implementation of PPM [12]; however, no 

practical experience is reported. Other studies consider the portfolio processes in a 

separately way and not as an integral PPM. Some of these studies include: project 

selection and resource allocation [13], a project selection model in small and medium 

enterprises [14] an approach for project selection [15]. In addition, considering the 

scarce resources of a small business, in [16] a multi-criteria heuristic approach is 

proposed to improve the allocation of resources in multi-project scheduling, and in 

[17] a skills-based framework for optimal selection of software projects and the 

allocation of resources is described. 

In other industries, different than software industry, approaches have been proposed 

for the management of multiple small projects [18], and portfolio management 

approaches [19], but have not yet been fully implemented. In the software industry it is 

emphasized that companies that use agile methods need to have agile project portfolios 

[20], because the management of these portfolios should be adapted to the agile 

processes [21]. 

After all, studying PPM in small contexts is a need that is concretized when 

organizations grow in number of projects and not necessarily in resources. This paper 

presents a systematic literature review (SLR) on experiences of PPM in small software 

organizations (contexts); especially in context of recurrent software maintenance or a 

lot of simultaneous modification of a product in agreement to customer needs; and 

performing every maintenance request as a different project. Section 2, presents a 

background; Section 3 presents the RSL protocol; Section 4 shows the results and; 

Section 5, includes a discussions and future work. 

Project portfolio management (PPM) is an emerging aspect of business 

management, focusing on how to select, prioritize, integrate, manage and control 

projects and their resources in the context of multiple projects that exist in 

organizations [1]. The Project Management Institute (PMI) [9] also consider the 

identification, prioritization, authorization, administration and control of programs, 

projects and other activities or work, allowing the achievement of the organizational 

strategic objectives. In particular, small organizations have the challenge of managing 

multiple small-scale projects [2], with limited resources [3], and therefore need to have 

simple but useful tools for efficient project management [4]. 

PPM is relevant in small software organizations, when software staff members have 

multiple roles and responsibilities, and they function simultaneously in different types 

of activities [5]. The research about PPM in a small company is incipient, even more, 

considering that the nature of this type of portfolio is different from the traditional 

portfolio management [5]. 
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In this context, there have been some initiatives in Information Technology (IT) 

fields that incorporate the PPM for small organizations. These include: Competisoft 

[6], MPS.BR [7], Moprosoft [8] and adaptations of the PMI Portfolio Management 

Standard [9]. However, these initiatives [6] [7] [8] are geared towards various software 

processes, one of which is the PPM. 

From the literature, we found some studies such as [10] and [15] that justify the 

need of PPM for small companies, also surveys to determine problems in PPM in small 

companies [11] and their impacts in the implementation of PPM [12]; however, no 

practical experience is reported. Other studies consider the portfolio processes in a 

separately way and not as an integral PPM. Some of these studies include: project 

selection and resource allocation [13], a project selection model in small and medium 

enterprises [14] an approach for project selection [15]. In addition, considering the 

scarce resources of a small business, in [16] a multi-criteria heuristic approach is 

proposed to improve the allocation of resources in multi-project scheduling, and in 

[17] a skills-based framework for optimal selection of software projects and the 

allocation of resources is described. 

In other industries, different than software industry, approaches have been proposed 

for the management of multiple small projects [18], and portfolio management 

approaches [19], but have not yet been fully implemented. In the software industry it is 

emphasized that companies that use agile methods need to have agile portfolios [20], 

because the management of these portfolios should be adapted to the agility of agile 

processes [21]. 

After all, studying PPM in small contexts is a need that is concretized when 

organizations grow in number of projects and not necessarily in resources. This paper 

presents a systematic literature review (SLR) on experiences of PPM in small software 

organizations (contexts); especially in context of recurrent software maintenance or a 

lot of simultaneous modification of a product in agreement to customer needs; and 

performing every maintenance request as a different project. Section 2, presents a 

background; Section 3 presents the RSL protocol; Section 4 shows the results and; 

Section 5, includes a discussions and future work. 

2   Background 

In a preliminary literature review, we found studies that justify the PPM in small 

companies [10], [5], as well as studies in project selection and resource allocation in 

multiple concurrent projects [22], based mainly on mathematical models  [14]. 

However, there is a lack of empirical evaluation in PPM, due in part to the cost 

involved in the formal adoption of this process in small organizations [14]. 

From the previous studies, we can understand the need for small companies (or 

organizations in general) that need to manage their project portfolio and that this is a 

particular situation, especially because of the lack of resources that small organizations 

have. In this sense, it is really necessary to identify the experiences of PPM in small 

organizations (or in small contexts), as this will allow identifying problems, practices 

and solutions in PPM that serve as a basis for defining new proposals for these 

contexts. 
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3   Research Protocol 

The research protocol used in this study is an SLR based on the guidelines and lessons 

learned proposed by Kitchenham [36]. The processes of an SLR that consists of three 

phases: planning, conducting and documenting. The first and second phases are 

presented in detail below and the third phase is reported in the rest of the paper. 

3.1   Planning SLR 

Establish a research question. The research objective was to analyze the experiences 

of the PPM application in small organizations in the software industry. Research 

questions were established as:  

 PI-1. What are the problems in the PPM? 

 PI-2. What proposals, models or standards have been developed for PPM? 

 PI-3. What are the requirements for the implementation of a PPM model? 

 PI-4. What are the processes that usually begin in a PPM implementation? 

 PI-5. What are the difficulties for the implementation of a PPM model? 

 PI-6. What benefits are reported from the implementation of a PPM model? 

Development of a SLR protocol. A set of activities was performed that facilitated the 

search in databases and article selection, according to the guidelines proposed by [25]. 

(1) Search string. In order to define the search string, we chose to use the PICOC 

strategy (from: Population, Intervention, Comparison, Output, Context), which is an 

adapted strategy from the medicine world to Software Engineering [25], [26]. Table 1 

shows these keywords in accordance with the PICOC criteria. Table 2 shows the 

search strings defined from the PICOC strategy. 

Table 1.  Search string defined by PICOC strategy. 

PICOC Element Description 

Population PPM 

Intervention Experiences of application 

Comparison Not Apply 

Outcome: Empirical studies 

Context: Small contexts 

 

The search in research repositories was complemented by a search in specialized 

repositories obtaining the ISO/IEC TR 29110-5-1-3 (a technical report of intermediate 

profile) referring to PPM [24] and the PMBOK (project management body of 

knowledge) document from PMI [9]. 

Selection criteria. The exclusion (EC) and inclusion (IC) criteria considered were: 

 IC.1. Items that belong to indexed digital repositories will be accepted. 
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 IC.2. Articles from scientific journals or conference presentations will be accepted 

only if they are from specialized organizations on the subject of PPM 

 IC.3. We will accept articles on experiences of application of PPM. 

 IC.4. Articles written in English will be accepted. 

 EC.1. Repetitive studies, only the last version of the article will be considered. 

 EC.2. Preliminary studies, only the version of the article that is more complete 

will be considered. 

 EC.3. Books, poster types, secondary and tertiary studies. 

 EC.4. Studies whose title is not related to the issue of developing SLR. 

Table 2.  Search string 

Element Description 

Population (Project AND ("Portfolio Management" OR "PPM" OR "Portfolio" OR 

multi* OR simultan* OR interdependent* OR opm3 OR "Management of 

Portfolios" OR mop OR p3m3)) 

Intervention (experi* OR empiri* OR practic* OR implementation OR adopt* OR 

adaptation* OR approach* OR perform* OR simulate* OR "Lesson 

Learned" OR stud*) 

Comparison Not Apply 

Outcome ("Case study" OR "Case studies" OR "action research" OR survey* OR 

ethnographic) 

Context (vse OR sme OR ( (small OR medium) AND (enterpri* OR indust* OR 

contex* OR organiza* OR busin* OR compan*  OR Enti* OR setti*))) 

Databases used. The articles obtained correspond to sources selected for their 

scientific relevance as: 

 Scopus (http://www.scopus.com) 

 EBSCO host (http://www.ebscohost.com/) 

 ProQuest (http://www.proquest.com/) 

 Elsevier ScienceDirect (www.sciencedirect.com)  

 Thomson Reuters – Web of knowledge (www.webofknowledge.com) 

 IEEE Xplore (http://ieeexplore.ieee.org/)  

 ACM Digital Library (http://portal.acm.org) 

 Emeral (http://www.emeraldinsight.com/) 

Procedure for studies selection. The studies selection was performed using the 

defined inclusion and exclusion criteria. The stages of search and application of the 

criteria are presented in Table 3. After applying the selection procedure, a team of 

expert research validated the primary studies selection results. 

Evaluation of quality of studies. A checklist was applied in order to assess studies 

quality, avoiding bias of the research and providing a quantitative comparison [25]. 

Table 4 presents the checklist adapted from [37]. Also, the authors [37] and [38] 

recommend assigning the following score: [Y]es = 1 [P]artially = 0.5 or [N]o = 0. 
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Table 3.  Procedure for studies selection 

Procedure Criteria of Selection 

Initial stage EC.3, EC.4 

First stage EC.1, IC.2, IC.4, EC.2 

Second stage EC.4 

Third stage EC.3 

Quarter stage IC.3 

Table 4.  Quality checklist for studies 

Id Questions to evaluate the quality of the selected articles 

Q1 Are the experiences of applying PPM clearly defined? 

Q2 Is the research process clearly established? 

Q3 Are work limitations clearly documented? 

Q4 Do the findings of the study contribute to the academic community or industry? 

Q5 Is the link between the objectives and conclusions of the study clearly established? 

Strategy for data extraction. A data extraction form was designed to record the 

information that researcher obtains from primary studies, as noted in [26]. The form 

contains basic bibliographic information to identify the primary study, such as a unique 

identifier associated with the study, the year of publication, author of the article, title of 

the article, country where the study was conducted, and whether the article comes from 

a journal or conference [37]. Every additional item of the form was designed to 

respond to the research questions formulated, in order to reduce the likelihood of 

research bias [25]. The strategy for data extraction was based on the collection of data 

directly by the researcher in the extraction form designed, and then validated by the 

research team [27]. 

Data synthesis strategy. To answer the research questions we choose to conduct a 

narrative synthesis of primary studies [25], and the summary of data was addressed 

with research questions [28]. 

Validating of SLR protocol. The SLR protocol was reviewed in two stages, by one 

research in the first stage and by two experienced researcher in the second. 

3.4   Conducting SLR 

Obtaining results from the search. The search strings were executed in the selected 

databases. In order to obtain greater flexibility in the search strings, advanced search 

options were used for each database. Search refinement options were applied according 

to the defined inclusion criteria and to the syntax accepted by each digital database. 

Table 5 presents the variables that allow us to explain the conformation of the search 

strings for the databases. 
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Table 5.  Search string elements 

Element Description 

P = Population (Project AND ("Portfolio Management" OR "PPM" OR 

"Portfolio" OR multi* OR simultan* OR interdependent* OR 

opm3 OR "Management of Portfolios" OR mop OR p3m3)) 

I = Intervention (experi* OR empiri* OR practic* OR implementation OR 

adopt* OR adaptation* OR approach* OR perform* OR 

simulate* OR "Lesson Learned" OR stud*) 

O= Outcome ("Case study" OR "Case studies" or "action research" OR 

survey* OR ethnographic) 

C = Context ( VSE OR SME OR ( (Small OR Medium) AND (Enterpri* 

OR Indust* OR Contex* OR organiza* OR busin* OR 

compan*  OR Enti* OR Setti*) ) 

Selecting primary studies. The studies found were consolidated into a single 

spreadsheet, which served to perform the selection procedure. The primary articles 

obtained in the previous process were evaluated following the checklist defined in 

Table 4. The result of this process is presented in Table 6. 

Table 6.  Extraction values for each iteration 

Data Base Selection 

Date 

1st Stage 2nd 

stage 

3rd Step 4th 

Stage 

Primary 

Studies 

Scopus  Ene-16 776 773 103 24 16 

EBSCO  Ene-16 241 241 36 5 4 

ProQuest  Ene-16 208 205 48 7 4 

ScienceDirect Ene-16 469 468 106 36 23 

Web of Science  Ene-16 397 397 78 21 6 

IEEE Xplore  Ene-16 546 540 85 8 3 

ACM DL  Ene-16 744 735 53 5 1 

Emerald  Ene-16 162 162 28 4 3 

 3543 3521 537 110 60 

Quality evaluation of the articles. The quality of the articles was evaluated and the 

results of which are shown in Appendix A. 

Extracting relevant data. A data extraction form was used to record relevant 

information from each primary study that contributes to answering research questions 

[25]. Each primary study selected was read and its corresponding information was 

filled in the form. The phrase - "No information" was placed in the boxes for which no 

related information was found.  

The data were collected in the source language of the article (see Appendix B); in 

this case these data extracted from the studies contributing to research questions PI-1, 

PI-2, PI-3, PI-4, PI-5 and PI-6. 
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Synthetize extracted data. This section provides an answer to the research questions 

raised and it is developed in Section 4. 

4   Results Discussion 

This section presents the answers to the research questions and their discussion. 

4.1   Question PI-1. What are the problems in the PPM? 

The project selection problem has been one of the strategic issues in project portfolio 

management [13] [83], since poor selection of projects may lead to mistaken decisions 

[27] regarding the strategic alignment of the enterprise. The study has found numerous 

techniques (see Table 7) ranging from weighted scoring [39] to complex mathematical 

solutions [29], [38]. Likewise, the problem of the allocation of human resources was 

scarce [33], so that the optimal distribution of resources must be taken into account 

[28] in order to use them efficiently [57], according to portfolio priorities of these 

concurrent projects [7]. Among others problems we can mention too many concurrent 

projects, excessive commitment in terms of workload and ineffective executive 

decision making [51]. 

4.2   Question PI-2. What proposals, models or standards have been developed for 

PPM? 

It is noted that a greater number of articles do not require a specific management 

instrument as a method or a management framework. On the other hand of the methods 

founded, only two have their own name and are generally oriented toward the topic of 

project selection. Both, the methods and the frameworks founded are implemented in 

industries outside the field of information technology. 

4.3   Question PI-3. What are the requirements for the implementation of the 

PPM model? 

It was found (see Table 8) that the creativity and innovation capacity [15], the synergy 

of teamwork [9], and the process of human resources [2], are basic requirements for 

the implementation of a management tool in organizations [52] [51]. It is also 

important to have an operational integration plan that includes requirements [32], 

appointment of specific people to resolve conflicts in implementation [51]. On the 

other hand the leadership of these implementations has to be supported by the top 

management [9], as by their project managers [15] [26]. In this sense it can be said that 

people and processes are critical elements for their implementation [51]. 
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Table 7.  General list of problems in project portfolio management 

Id Description Studies 

P1 Financial resources shortage S03, S08, S21, S28, S29, S30, S35, S39, 

S40, S41, S49, S50 S51, S58   

P2 Assignment of human resources  S03, S08, S20,S23, S27, S28, S29,S38, 

S39, S40, S44, S45, S46, S50, S51, S57, 

S58 

P3 Time shortage to meet expectations  S08, S21, S38  

P4 Lack of training in managing multiple 

projects 

S06, S07, S11, S12, S13, S19, S21, S41, 

S42,S48, S51,S56, S57,S51 

P5 Inadequate technology and process 

brought from large projects 

S03, S04, S11, S33,  S47, S51, S53 

P6 Lack of understanding of the nature of 

small projects 

S06, S07, S11, S12, S01, S19, S21, S46, 

S51 

P7 Lack of alignment of the projects with the 

objectives of the organization 

S05, S09, S10, 13, S15, S16, S17, 26, 

S27, S37, S52, S55 

P8 Little adaptation to emerging changes in 

the environment 

S05, S09,S10,S13, S26,S36, S43, S54 

P9 Visibility of projects in relation to day-to-

day operations 

S02, S09, S10, S25, S27, S34 

P10 Lack of functional responsibility of the 

individuals 

S09, S15, S16 

P11 Poor communication in both vertical and 

lateral dimensions 

S04, S09, S16, S17, S32, S37 

P12 Maintain the motivation through multiple 

project teams 

S02,S09, S60 

P13 Inability to learn from previous projects, 

knowledge transfer 

S09, S22,S25, , S59 

P14 Loss of valuable information due to the 

temporary nature of the project 

S09, S22, S25, S59 

P15 The lack of timely information to enable 

intervention 

S09, S22, S24, S25, S31, S32, S60 

4.4   Question PI-4. What are the processes that usually begin the implementation 

of PPM? 

Appendix C shows a general list of priority processes for the implementation of PPM 

models. The selection of projects (P1) and human resources management (P6) are the 

priority processes that are referenced in most of the reviewed articles; then in this order 

of priorities it is observed that financial resource management (P8) is also a priority 

process. It is observed that these priority processes are directly related to PPM. 

4.5   Question PI-5. What are the difficulties for the PPM implementation? 

Table 9 shows a general list of difficulties in the PPM implementation founded by the 

present study. The difficulty that most stands out for the implementation of a portfolio 

management tool is the lack of experience in small contexts by the human resources 
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(D3), as well as Lack of communication between senior management and operational areas 

(D1) Among other difficulties, can also be mentioned that a bad workload assignment 

makes negotiate priorities in day-to-day operations. 

Table 8.  General list of portfolio management implementation requirements 

Id Description Studies 

R1 Support from senior management S01, S16, S30, S32, S33, S45, 

S46, S50, S51 

R2 Implementation plan aligned with organizational 

goals and internal standards 

S07, S16, S17, S18, S27, S51, 

S60 

R3 The government should ensure the structuring of 

project management methodologies 

S13, S21, S25, S30, S36, S54 

R4 Establishment of project management offices (PMO) S01, S13, S34 

R5 Delegation of the authority of the Project Manager S12, S28, S29, S49, S51, S52, 

S53, S56, S58 

R6 Detailed knowledge of human resources processes, 

technology, management of multiple small projects 

S02, S09, S12, S15, S26, S38, 

S40, S48, S51, S53, S55, S58 

R7 Establishment of control levels in technical resources S03, S07, S20,  S29, S41, 

S50, S52, S55, S57 

R8 Motivation of project team members, clearly defined 

roles 

S11, S31, S42, S44, S51, S53, 

S56 

R9 Experience in monitoring project portfolio 

management processes 

S04,S08,S09, S28, S39, S51, 

S58 

R10 Long-term balance between the integrity of the 

environment and the portfolio of projects 

S22, S24, S35, S43, S47, S49, 

S59 

R11 Integrate other methods for the development of new 

products 

S05, S06, S10, S14, S17, S19, 

S31, S33 

4.6   Question PI-6. What benefits are reported from PPM model 

implementation? 

Appendix D shows a general listing of benefits after the implementation of PPM 

models for project portfolio founded by the present study. This list of implementation 

benefits will then be related to primary studies. The most common benefit after the 

implementation of a management tool is the better distribution of workload and 

improved communication (B7). There is also an improvement in the project selection 

and prioritization process (B2) after getting a more flexible structure. 

5   Conclusion and future work 

The project portfolio management, in spite of being important at the level of large 

industry has not been covered in its entirety in the field of small business. Sometimes 

PPM is relevant in small organizations only when the staff has multiple functions and 

responsibilities, and when they are simultaneously running different types of activities. 

In the information technology industry there are few articles that address the subject in 
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depth, except for some that mention the selection of projects and the allocation of 

human resources. 

 Table 9.  General list of implementation difficulties in portfolio management 

Id Description Studies 

D1 Lack of knowledge of the organizational 

structure and its processes 

S01, S10, S15 S22, S24, S26, S27, 

S34,S37, S46 

D2 Inadequate scope definition S04,S05,S17,S29, S31, S42, S48, 

S49, S51, S52,S60 

D3 Lack of knowledge of resources and experience S02,S08,S11,S12,S13,S14,S18, 

S23,S28,S44,S45, S50, S51,S54, 

S57, S58 

D4 Balance between achieving goals and balancing 

the environment 

S13, S17,S21, S30,S36,S43, S47, 

S49 

D5 Too many concurrent projects, too much 

commitment in terms of workload 

S08, S09,  S20, S23, S42, S51 

D6 Difficulty in defining responsibilities among 

stakeholders 

S02, S21, S27, S38, S42, S51, S55, 

S56, S57 

D7 The difficulty of forecasting trends in a market S04,S05, S21, S39 

D8 The difficulty of identifying technological 

possibilities 

S06,S07, S19, S25, S33,S35,S41, 

S49, S59 

D9 Lack of communication in the availability of 

information 

S03, S14, S25,S31,S40,S55,S58 

D10 Negotiate priority in day-to-day operations 

between projects that have common interfaces 

S08,S14,  S20, S46, S51 

D11 Lack of communication between senior 

management and operational areas 

S01,S03,S10,S16,S17,S22,S32, 

S39, S46, S52, S53, S55 

D12 Poor distribution in the workload S09, S20, S29, S23 

 

In this sense, the main problem of PPM is the allocation of limited resources, about 

54% of the articles describe this conflict, as well as shortages of financial resources. In 

addition, it was found that the time commitment to meet the expectations of 

stakeholders is critical; but in small organization they accept the projects because they 

have the subsistence risk, this covers 46%. The same percentage identified the problem 

of lack of knowledge and experience in the management of simultaneous projects in 

this type of organizations. 

The most frequent proposals to deal with this management problem are four 

methods and five management frameworks, representing 30% and 38% of the total 

proposals respectively. We also found a methodology and three exploratory analysis 

studies using a survey tool. It should be noted that the studies found refer to specific 

topics such as: a) project selection and b) allocation of portfolio resources, still pending 

the study of the application of a specific method, model or framework for PPM in 

small organizations. 

For the implementation of PPM proposals it is necessary to comply with certain 

requirements that favor it. One of these priority requirements for success is the 

existence of a plan for implementation that is aligned with internal organizational 

strategies and standards. 30% of the articles refer to this requirement. Another 

requirement that favors implementation also with 30% considered as a priority is to 
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have detailed knowledge in human resources management for this type of 

organizations. 

The processes with which PPM usually begins its implementation are project 

selection processes [20], and the process of human resource allocation [69], 46% of the 

primary articles of this systematic review begin the implementation process of PPM 

implementing in the first place these processes. 

Among the difficulties in the implementation of portfolio management proposals is 

the lack of experience of team members in small contexts [44], with 30% of the articles 

referring to this difficulty, another difficulty is lack of knowledge in the organizational 

structure and its processes [20] with 23% of the articles referring to this difficulty for 

implementation. 

After the implementation of the proposals described in the articles, the benefits 

were: (i) a better distribution of the workload favored by an improvement in internal 

communication with 46% of articles that refer to this benefit [70]; (ii) Improvement of 

the selection and prioritization of projects to be aligned to organizational objectives 

[44] and 38% of articles refer to this benefit; and (iii) decrease in conflict index in 

human resources management [69] and 23% of the articles refer to this benefit. 
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Abstract. Requirements activities performed in a software project are 

fundamental to address sustainable software systems and products. Although 

several techniques and frameworks have been proposed to describe 

sustainability requirements, there is a lack of process support for incorporating 

them in requirements centered processes. The objective of this paper is to 

understand the extent to which proposals to develop sustainability requirements 

can be mapped with the activities and tasks of the requirements processes that 

are part of ISO/IEC 12207. The set of reviewed papers, extracted from a 

previous systematic mapping study, was classified with respect to processes 

tasks.  As a result, reviewed papers showed a trend to address tasks from the 

stakeholder requirements definition process, such as stakeholder identification, 

elicitation of requirements, and requirements analysis. However, activities and 

tasks within both the system requirements analysis process and software 

requirements analysis process need methodological support.  

Keywords: Environmental sustainability, green software, software process, 

requirements process, sustainability requirements. 

1   Introduction 

Information Technology and, particularly, software can be a means to support the 

challenges that face sustainable development. It can be used to optimize industrial 

processes as well as to reduce energy and resource consumption. Green and 

sustainable software is defined as “software, whose impacts on economy, society, 

human beings, and environment that result from development, deployment, and usage 

of the software are minimal and/or which have a positive effect on sustainable 

development” [1]. Since this definition has a broad scope, in this work, the focus is on 

the environmental dimension of sustainability, also called green dimension [2], and 

the activities and tasks related to development, particularly to discover sustainability 

requirements.  

Sustainability requirements contributes to sustainable development and they are 

deemed as nonfunctional requirements [3]. Thus, traditional methods in the 

requirements engineering field can be adapted to address them [4]. Requirements are 

considered, also, as “key leverage point” to support the identification of sustainability 
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goals [5]. Moreover, requirements engineers can bring out sustainability concerns 

during early stages of software development life cycle [6].  

Although several researchers propose frameworks and methods for developing 

sustainability requirements, little is known about the way these proposals can support 

activities and tasks of the requirements processes described in the ISO/IEC 12207 [7]. 

Thus, this work focuses on mapping sustainability requirements proposals with 

stakeholder requirements definition process, the system requirements analysis 

process, and software requirements analysis process. Understanding the extent these 

proposals can be integrated within processes can help to develop guidelines targeted 

to practitioners. 

The main contribution of this paper is the mapping of a set of techniques and 

practices for addressing sustainability requirements in the context of requirements 

processes. For practitioners, the list of techniques can be a starting point to improve 

their respective requirements processes. For researchers, the mapping output provides 

information about the extent to which proposals have addressed both sustainability 

requirements and processes’ activities. 

The remainder of this paper is structured as follows. Section 2 describes the 

relevant literature reviews about sustainability requirements and an overview of 

requirements processes included into ISO/IEC 12207. Section 3 depicts the main 

actions executed to map sustainability requirements proposals with requirements 

processes. Section 4 describes the main outcomes of the mapping, while Section 5 

presents the discussion of these results. Finally, Section 6 presents conclusions and 

suggestions for further research. 

2   Related Work 

The first part of this section describes the approach used to classify practices, 

methods, techniques, or approaches described in current literature of sustainability 

requirements. The second part describes the structure of the requirements processes 

based on those described in ISO/IEC 12207. 

2.1   Background about Sustainability Requirements Approaches 

Two articles were found that review the extent to which software requirements 

professionals can use methods to address sustainability [8, 9]. The former provides an 

integrated view of the current approaches and techniques to address sustainability 

within requirements engineering (RE) practices. The RE activities considered were: 

feasibility study, stakeholder identification, requirements elicitation, analysis and 

negotiation, documentation, validation, and management.  

In the second paper, authors [9] proposed a classification approach for 

environmental sustainability aware methods and frameworks. In this work [9], 16 

papers, selected through a systematic mapping study (SMS), were classified by both 

requirements abstraction level and software requirements activities described in 

SWEBOK. These papers are focused on elicitation and analysis activities.  However, 
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none of these two review papers consider the way sustainability requirements 

methods can be mapped with software process models.  

Standard processes models, such as ISO/IEC 12207 does not detail processes in 

terms of methods or procedures [7]. They should be determined by the software 

organization. Despite this fact, there is a lack of systematic approaches to represent 

and integrate methods that support quality attributes with current process models [10].  

In the case of sustainability and software process, Lami et al. [11] proposed a 

sustainability engineering processes where an outcome is “techniques and methods 

for sustainability are applied”, but these techniques are not described.  

2.2   Overview of the ISO/IEC 12207 Requirements Processes 

ISO/IEC 12207 standard provides a set of life cycle processes, activities, and tasks for 

software development [7]. Given that software is part of a larger system, in this 

standard software is considered an integral part of a system. The standard does not 

prescribe a specific software life cycle model, development methodology, method, 

model, or technique. In this work, the focus is on the stakeholder requirements 

definition process, the system requirements analysis process, and the software 

requirements analysis process, that are called in this paper requirement processes. The 

description of these processes includes both activities and tasks. 

The purpose of the stakeholder requirements definition process is to define the 

stakeholder requirements, considering the environment in which software will 

operate. The process has following activities: identify stakeholders (one task), identify 

requirements (5 tasks), evaluate requirements (1 task), agree requirements (three 

tasks), and record requirements (one task).   

The systems requirements analysis process transforms stakeholder requirements 

into a set of system technical requirements. The main outcome is a set of functional 

and nonfunctional requirements that were analyzed for correctness and testability. It 

has two activities: specify system requirements (one task) and evaluate system 

requirements (one task). Finally, software requirements analysis process specifies the 

requirements for the software components of the system. The software requirements 

also are analyzed for correctness and testability and the interfaces are defined. It has 

only one activity which is named “software requirements analysis” (three tasks). 

3 Method to Map Sustainability Requirements Techniques with 

Software Processes 

The specific research question that this work addresses is: What methodological 

support exists to develop sustainability requirements in the context of tasks described 

into ISO/IEC 12207 requirements related processes? 

To determine the extent to which sustainability requirements approaches support 

activities and tasks of requirements processes, 16 papers from a mapping study were 

obtained [9]. The search string included terms such as ‘sustainability’ and 

‘requirements’ and it was executed in four databases ( Scopus, Web of Science, IEEE 
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and ACM) [9]. Inclusion criteria considered peer-reviewed papers published up to 

2016 and written in English, addressing practices for developing sustainability 

requirements [9]. Extracting data from these papers were based on a template that 

contains the following fields: id, reference, tasks of the requirements processes, 

sustainability requirements (description and examples), main findings, issues and 

evidence of applying the method.  When possible, verbatim data was extracted. The 

data extraction procedure was carried out by the first author and verified by the 

second one. The ISO/IEC/IEEE 29148 [12] was used for verifying the way processes 

tasks were interpreted. 

Table 1. List of papers reviewed (adapted from [9]). P1 = Stakeholder requirements 

definition process. P2 = System requirements analysis process. P3 = Software requirements 

analysis process. 

ID Methodological proposal Evidence 
Processes 

addressed 

s1 [13] Adopt i* language Case study P1 

s2 [4] 
Adoption/Adaptation of several requirements 

techniques 

Experience 

report 
P1, P2, P3 

s3 [6] Sustainability NFR (SNFR) framework Examples P1, P2, P3 

s4 [14] 
Requirements engineering for sustainability 

(RE4S)  framework 
Case study P1 

s5 [5] 
Extending requirements practices for addressing 

sustainability 
Case study P1 

s6 [15] 
Framework for modeling sustainability 

requirements 
Case study P1 

s7 [16] Sustainability analysis framework Case study P1 

s8 [17] 
Techniques for identifying requirements 

supporting positive enabling effects 
Case study P1 

s9 [18] Sustainability patterns Student projects P1 

s10 [19] 
Define green quality model and an energy 

profiling tools 
Experiments P1, P3 

s11 [20] Framework for sustainability profiling Example P1 

s12 [21] Generic sustainability model Example P1 

s13 [22] Techniques for identifying stakeholders Case study P1 

s14 [23] IMAGINE approach Case study P1 

s15 [24] 
Survey for prioritizing environmental 

sustainability factors 
Survey P1 

s16 [25] Analytic Network Process (ANP) Survey P1 

 

Technical steps, practices, and checklists can support process activities [26]. In this 

work, methodological proposals were classified in two types: techniques or practices. 

The former refers to an explicit reference to a technique or a set of step to carry out a 

task. Techniques can include very simple walkthroughs, using checklists, using 

formal methods, among others [10]. On the other hand, a practice refers to an action 

relevant to requirements engineering activities (or tasks) without an explicit definition 

of steps. Indeed, performing a practice may require one or more techniques. 
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4   Results 

Table 1 depicts the list of papers reviewed in this study. For each paper, the main 

proposal is showed as well as the type of evidence a paper describes. In addition, each 

paper is mapped to appropriate processes. All papers include techniques or practices 

that can support the tasks described in the stakeholder requirements process. Few 

papers describe methodological support for the other two processes (s2, s3, s10). 

4.1   Stakeholder requirements definition process 

Stakeholder requirements definition process is the most common process addressed 

by proposals for defining sustainability requirements. Almost all tasks are considered 

by, at least, one paper (Fig. 1). The most frequent tasks addressed by selected papers 

were as follows: identify stakeholders, elicit requirements, analyze requirements, and 

specify critical qualities. Techniques and practices for these tasks are presented in 

following paragraphs.  

 

 
 
Fig 1. Techniques and practices for sustainability mapped into tasks from stakeholder definition 

process. 

 

Identify stakeholders. Ten papers addressed this task, which discussed different 

techniques and practices to discover stakeholders related with sustainability (s1, s4, 

s5, s6, s7, s8, s13, s14, s15, s16). Including an expert in sustainability to understand 

the impact of system decision on environment is a common proposal, among others 

(Table 2). Others authors suggested to define a role for sustainability expert to take 

care of sustainability concerns. It should be assigned to a member of a project team 

(s2, s4). In addition, it is suggested that environmental and social sustainability 

dimensions require consulting with specialists of these fields (s5).  
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Table 2. Practices and techniques for supporting identify stakeholders (partial list). 

Task Practice Technique 

1.Identify 

Stakeholders 
 Identify a sustainability expert 

within software project 

 Consult relevant experts in any of 

the sustainability dimensions 

 Aggregate a sustainability role in a 

stakeholder list 

 Stakeholder impact analysis 

 Stakeholder model 

 Stakeholder matrix 

 Green onion model 

 5-Dimension-based identification 

of stakeholders 

 

Elicit requirements. A main topic on proposals is the way to elicit sustainability 

requirements (Table 3). The majority of methods addressed sustainability considering, 

at least, the environmental dimension. Other model-based proposals considered up to 

five sustainability dimensions and three order impact effect on sustainable 

development. In addition, some authors proposed to build taxonomies of 

sustainability goals related to sustainability dimensions as a starting point to 

determine sustainability requirements. Furthermore, the majority of evidence about 

eliciting sustainability requirements is depicted as goals and it is suggested to use 

participatory techniques. 

 
Table 3. Practices and techniques for supporting elicit requirements (partial list). 

Task Practice Technique 

2 Elicit 

requirements from 

stakeholders 

 Identify sustainability guidelines 

in the application domain 

 Use a sustainable goals catalog 

to derive sustainability 

requirements 

 Define sustainability goals by 

means of a model (e.g. GQM, 

framework, meta-model, 

requirements patterns) 

 Create a glossary of terms 

 Taxonomy of sustainability 

goals based either on reduce, 

recycle, reuse approach or on 

sustainability dimensions 

 Workshops 

 Model based techniques: 

Sustainability NFR 

Framework, RE4S 

Framework, Sustainability 

analysis framework and others 

 

Analyze requirements. Several approaches considered the way to depict distinct 

goals including those related to sustainability. Among them, modeling techniques (i* 

language, KAOS approach, goal modeling) allowed to represent high-level 

sustainability goals and the means to implement them considering different 

alternatives (s1) or the way a software system contributes to fulfils sustainability 

goals (s4, s2). SNFR framework (s3), framework for modeling sustainability 

requirements (s6), generic sustainability model (s12), and sustainability analysis 

framework (s7) categorize sustainability requirements with respect to economic, 

social, environment and technical dimensions. Some of these approaches allow 

describing different types of relationships between goals. 

Other techniques determine a relative order among sustainability requirements and 

goals. Prioritization approaches use questionnaires to survey experts as regards 

important quality and sustainability factors (s15, s16). Moreover, indicators are 

defined to determine appropriate behavior of a system (s7, s14) and it is suggested 
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that risk analysis considers internal and external risks as regards sustainability 

dimensions (s5).  

Specify critical qualities. Sustainability requirements are treated as goals, 

softgoals, quality requirements, quality factors or only requirements. Some authors 

considered that sustainability is a complex and multifaceted notion (s1) that require 

discovering its meaning in software engineering field [27].  

Several authors introduced the concept of sustainability dimensions to characterize 

sustainability in software. On the one hand, some authors characterized only the 

environmental dimension (s1, s2, s8, s10, s15, s16). On the other hand, other authors 

considered that sustainability dimensions are interrelated and they need to be 

addressed during requirements activities to carry out tradeoffs among sustainability 

goals (s5, s6, s4, s3, s7, s14).  

4.2   System requirements analysis process 

Few proposals addressed system requirements. As regards the task ‘specify system 

requirements’, Raturi et al. [6] (s3) described requirements considering sustainability 

dimensions and categorized them using a requirement facet model. By using the 

SNFR framework, they proposed a practice to describe systems requirements. For 

instance, an environmental sustainability requirement at second order effect is 

described as follows: “The system shall track hotel wide resource inputs and outputs 

that will be stored in an external resource tracking database in a standardized format.” 

Mahoux et al. [4] (s2), on the other hand, developed system models based on state 

diagrams and use cases. The task ‘evaluate system requirements’ is addressed by 

Mahaux et al. [4] who considered misuse case analysis to discover what system 

components can be harmful to the environment. 

4.3   Software requirements analysis process 

Software requirements analysis process has only one activity, ‘software requirements 

analysis’, composed of three tasks. The first task addresses the detailed specification 

of software requirements, including functional, nonfunctional, interface and data 

requirements, among others. Raturi et al. [6] proposed the sustainability NFR 

framework to classify requirements as function, data, performance, quality or 

constraint. The approach of Mahaux et al. [4] is adopting general requirements 

practices to consider sustainability concerns. For instance, satisfaction indicators are 

related with detailed requirements and misuses cases include mitigation actions. 

As regards ‘evaluate software requirements’ task, Mahaux et al. [4] provided a 

practice to trace stakeholders’ requirements with detailed software requirements while 

Beghoura et al. [19] provided a tool for testing energy consumption of software to 

compare different software components. However, we do not find evidence related to 

the last task, ‘review software requirements’. 
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5   Discussion 

As several authors mentioned, sustainability can be addressed in requirements 

engineering processes as other kind of nonfunctional requirement. As such, several 

papers presented traditional RE techniques used to discover sustainability 

requirements. Other proposals focused on characterizing sustainability as multi-

dimensional notion and provided means to describe and analyze sustainability 

requirements. However, adopting or adapting traditional RE techniques face 

challenges related to the definition of sustainability concept and its dimensions in the 

context of software engineering [27]. In addition, there is a lack of techniques and 

tools to support quantitative measure of sustainability indicators. Supporting 

identification of sustainability requirements through quality models is in initial stage. 

Furthermore, environmental criteria are context dependent as regards software, 

hardware and usage scenarios (s1, s7, and s15). Therefore, it requires sound models to 

support appropriate identification of relevant factors influencing sustainability. 

As regards the three requirements processes, the reviewed papers tend to address 

tasks belonging to the stakeholder requirements definition process. From 10 to 15 

papers addressed the following four tasks: identify stakeholders, elicit requirements, 

analyze requirements and specify critical qualities. However, few papers considered 

tasks in both system requirements analysis process (2 papers) and software 

requirements analysis process (3 papers). Based on reviewed papers, approaches for 

addressing sustainability requirements are focused on early requirements while there 

is a lack of methodological support to address both how to specify sustainability 

software requirements and the way they can be derived from stakeholder 

sustainability requirements. 

The main limitations in this work are the bias in selection of publications and 

classification of papers. The first threat was mitigated by using a set of papers 

identified by a SMS method [9]. Although the list of papers can serve for follow-on 

research activities [28], additional searching procedures were not executed, since the 

main goal of this work is understand the trends in developing methodological support 

for requirements processes. As regards the second bias, it was mitigated by using a 

template that included fields for the 17 tasks of the requirements processes. In 

addition, the second author verified the extraction data procedure. However, there is a 

potential misclassification of papers since some reported actions were interpreted as 

practices. 

6   Conclusions 

Addressing sustainability requirements in software projects need additional practices 

and techniques that both support an extended system scope and include additional 

stakeholders. Exploratory case studies showed that adapting traditional RE practices 

and techniques can be used to discover sustainability requirements. In addition, 

several models and frameworks define sustainability dimensions to support eliciting 

and analyzing sustainability requirements. As regards software processes, it was 

found a trend to propose methodological support for the stakeholder requirements 
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definition process. However, there is a lack of methodological proposals for system 

requirements analysis process and software requirements analysis process.  

As future work, it is possible to identify traditional RE techniques used to currently 

to perform requirements processes that can be adapted to develop sustainability 

requirements within the system and software requirements processes. In addition, the 

notion of sustainability requirements needs a sound analysis to understand the scope 

of each dimension and the feasibility of addressing the three-order impact on 

sustainable development. Since there is little empirical research in this field, it is 

suggested to conduct case studies in industrial settings to understand the impact of 

sustainability requirements techniques and practices on software requirements 

processes. Furthermore, validated practices to develop sustainability requirements 

should be adapted considering needs of small size software organizations. 
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Abstract. Following a Design Science Research (DSR) approach, this paper 

describes an integrated model of IT governance and management. The Model 

Design Phase is based on significant public and private sector IT studies 

contributions, on theoretical IT related models (BITA, BDIM, others), and on 

IT related professional frameworks (COBIT, ITIL, ISO 20000, others) that 

provide guidelines inspired by practice. The Model Evaluation Phase is done 

using three case studies with different contextual requirements and application 

limitations in Ecuador, a developing country. In any case, the experiences show 

the designed artifact operability and evidence similar implementation 

characteristics. The work provides a practical tool for practitioners and 

contributes to the existing body of knowledge, both about artifacts design and 

evaluation and on IT development in Private and Public Sector Organizations. 

Keywords: IT governance; IT management; Public Sector; Private Sector; DSR 

1   Introduction 

IT Governance (ITG) defines and spreads the mechanisms required to ensure the 
current and future business technology alignment (BITA) objectives [1][2]; whereas IT 
Management (ITM) must ensure the governance mechanisms are in place implemented 
to fulfill the strategies [3].  

Campbell et al identify relevant characteristics of ITG and ITM [4]. On the other 
hand, the BITA models [5] [6] [7] are based typically on the Strategic Alignment 
Model (SAM) [8]; one of SAM instances is the technological transformation 
alignment. A case in point can be found in COBIT 5, which states that the needs of 
each stakeholder must be transformed into a possible corporative strategy through its 
“goal cascade” process [9]. This process translates the needs into customized business 
goals, IT-related goals, and specific IT process.   

Plenty of research has been done in the last decade about how to implement ITG in 
a structured and process-oriented way [10] [11]. ISO 38500 [12] has become the first 
international standard that depicts general directives about implementing ITG inside 
organizations; however, it does not include details about the required mechanisms, 
techniques or specific tools. De Haes et al [13], Van Grembergen et al [14], and 
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Almeida et al [15] recommend various ITG effective mechanisms, and De Haes et al 
[16] establishes the top ten mechanisms. Besides, it has also been suggested to select a 
set of structures, processes, and relationships of ITG; Almeida et al [17] suggests that 
these characteristics can be identified considering their appearance in the technical 
literature.  

Concerning ITM, the Business-Driven Information Management model (BDIM) is 
the reference of models, practices, techniques, and tools for mapping and evaluate the 
interdependencies between business performance and IT. BDIM has proven its value 
for improving both IT service quality and business outcomes [18] [19] [20]. Currently, 
ITIL [21] and COBIT [9] are the most adopted frameworks on ITM. 

Despite the comprehensive and detailed guidance available on IT frameworks, as 
above summarized, the integrated implementation of ITG and ITM have been 
recognized as challenging for many organizations [23] [24]. For the purpose, several 
studies examine the adoption of frameworks, such as COBIT or ITIL [16] [25] [26] 
[27] [28].  So, while many studies have looked into the adapting COBIT for a specific 
context [29] [30] [31], there is little research about the suitability of these 
customizations, much less in the public sector.   

In the above subjects, the integration of  Governance and Management is little 
studied. However, there is a background that can be used for the definition of an 
alternative model: existing IT standards and guidelines. The potential contributions of 
such integrated model can be significant to public or private sector organizations since 
it would facility to combine components of different models and best practices to 
model, complete and improve the IT processes and other aspects, as the ROI [22]. At 
the same time, the organizations can develop processes to deliver the capability of each 
technology in a way that enables work completion and the organizational objectives 
achievement. 

2   Background and related work    

For the integrated implementations of ITG and ITM, two models can be found in 
specialized literature: Business-Objectives driven IT Management (IT-MBO), and the 
Guidelines & Areas Model. The first is conceived around a set of key concepts: 
objectives, key performance indicators and BSC organizational perspectives [32] [33]. 
In this case, COBIT is a clear adaptation of this model. The second model, Guidelines 
& Areas [34] [35], has been reported as similar to COBIT 4.1. Since that COBIT 5 [9] 
covers the previous version, it can be considered as a complete framework for 
combining ITG and ITM [36].  

Nevertheless, where a model implementation is required, doubts coexist regarding 
the difficulties that may come up; these uncertainties are reported for COBIT 
implementations [16]. Likewise, the results of the study by Debreceny & Gray [27] 
showed that only 16% of the surveyed organizations utilized the COBIT framework 
intensively, while the remainder opted to select a subset of processes that provided 
most of the desired IT governance benefits. Omari [37] synthesizes several previous 
studies referred to the public sector, and propose 13 COBIT 5 Processes as a 
customized referential framework, and as an option to manage the solution complexity. 

On the other hand, from a services perspective, ITIL is a framework that describes 
best practice in IT service management (ITSM) [21].  ISO 20000 [38] is based on ITIL 
and adds a level of certainty and establishes a solid foundation for research on the 
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benefits of ITSM techniques [39]. The auditability and the possibility of certification is 
a marked difference with ITIL so that the use of the ISO 20000 tends to IT 
industrialization [40]. On the other hand, according to Moura et al [18], COBIT and 
ITIL frameworks are not mutually exclusive and can be combined to offer more strong 
support particularly for IT Governance.  

The above issues majority refer to private sector organizations (PO). Regard to the 
implementation of ITG and ITM in the public sector organizations (PSO), the 
academic contributions [41][42][43][4] have established contextual characteristics of 
IT; other studies propose some experiences [44][45][46]. According to Winkler [41] 
and others authors [4][43][47], the PSOs create more centralized structures for 
decision-making. 

Finally, a wide range of process capability/maturity models have been developed, 
evolved and adapted to evaluate ITG and ITM. Some of those models are concentrated 
around the standard ISO/IEC 15504 [48] [49], for the process capability. The 
Capability levels can be applied to an organization process improvement in individual 
process areas [50]. COBIT 5 [9] adopts this model. The capability of each assessed 
process is expressed as a Level from 0 to 5, each one with ratings: Not achieved (0%-
15%), Partially achieved (>15%-50%), Largely achieved (>50%-85%) or Fully 
achieved (>85%-100%). The model evaluates following attributes: Process 
Performance, Performance Management, Work Product Management, Process 
Definition, Process Deployment, Process Measurement, Process Control, Process 
Innovation, and Process Optimization [51]. 

3 Methodology 

Design Science (DSR) is a research approach developed through the last decade [52] 
[53] [54]. It has been used in several domains: Information Systems [55], Business 
Processes Management [56] and IT Management [57], among others.  According to 
Hevner et al [53], DSR constitutes a pragmatic research paradigm that encourages the 
creation of innovative artifacts to solve real-world problems. Thus, DSR combines a 
focus on IT artifacts with a high priority for its relevance in the application domain, 
and a set of application guidelines. 

DSR follows a two-phase approach: Design and Evaluation. Besides, DSR provides 
a stage of feedback for the designed artifact [52] [55], which in this work is 
implemented by generating two models: a general and a refined model; the latter is 
particular to each case study. On evaluation, it is used the case study option. Besides, 
the qualitative method of Participant Observation is used to facilitate the feedback and 
gathering more detailed and accurate information [58] [59]. 

4   Design Phase: Integrated Model for ITG/ITM 

According to the DSR Guidelines [52], the artifact is developed through a systematic 
search and consolidation of partial and complementary solutions, based on ITG/ITM 
requirements and contributions of cited base reference models. In this section the 
general model is presented (Table 1). The model components, or mechanisms, are 
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comprised of processes, structures, relations, strategic alignment, best practices, and 
norms.   

For the refined models definition (in the case studies), the general model 
mechanisms are applied as follows: i) COBIT Goal Cascade technique is applied to 
identify the ITG COBIT processes; ii) Whenever it is feasible, ITG best practices are 
adapted to meet the closest COBIT processes; else, the best practices are adopted; iii) It 
is adopted the COBIT processes related to ITM. According to the context, the 
processes can be added or deleted. It is convenient to adopt processes to comply a 
basic PDCA cycle, wich facilitate a possible improvement cycle.; iv) Optionally, it is 
defined a continuous improvement process, assessing the current processes capability. 
If gaps are identified, the improvements can be planed. 

 
Table 1. General Integrated Model for ITG/ITM 

   

   
Public Sector Best 

Practices 

General Best 

Practices 
IT-MBO 

Guidelines & 

Areas 

IT
G

 

B
as

ic
 F

ra
m

ew
o

rk
 

Structure 

- IT Governance 
Committee 

- Centralized decision 

structure; or Hybrid 

structure organized as 

a duopolistic archetype 

- Liaison management 
 

 

 

- IT Alignment Task 

Integration in roles 

and 
responsibilities. 

- Management 

Committee  
- IT organizational 

structure 

considerations. 
- CEO as a member 

of Executive 

Board. 
- CIO reporting to 

CEO 

- The Manager, as a 
role for business/IT 

relationships. 

COBIT: 
- Governance 

Domain.  

 
 

ISO 38500 

 
 

Capability 

Evaluation 
Model  

 

 

 

 

Guidelines: 

- IT 

Objectives 

Areas: 

- Strategy 
 

 

 
 

 

Processes 

- Service Q&A. 

- IT budgeting process 
- IT Project and 

Portfolio Management. 

- IT Strategic Planning. 

- IT Strategic 
Planning. 

- IT Project Portfolio 

Management. 
- IT Project Follow-

Up. 

 

Relations 

- The strength of 

relational networks 

within administration 
and IT stakeholders 

- The creation of shared 

knowledge among 
administration and IT 

stakeholders 

- Business objectives 

with common 

understanding. 
- ITG awareness 

campaigns. 

- Shared 
management of IT 

accounts. 

B
IT

A
 

SAM 

Model 

 

- Technological 

Transformation 
 

                

 
 

COBIT: Goal 

Cascade. 
 

 

Guidelines: 

-  IT and 

Business 

Alignment. 

Areas: 

- Strategy 
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- IT Balanced 
Scorecard 

(BSC). 

- Best-practices. 
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- Improvement. 

- Innovation. 
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- Service. 
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- Risk. 
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- Architecture. 
- Projects. 

- Support and 

Q&A. 
- Investment. 

- Outsourcing. 

- Compliance. 
- Improvement. 

- Innovation. 
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ISO 

27000 
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22301 
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Others. 

 

 

5 Evaluation Phase: Applying the Model in Cases Studies 

The observational case study is a feasible option for this work, according to the DSR 

Guidelines [52]. Here, the Artifact Evaluation is done through three case studies in 

Ecuador, with different contextual requirements and application limitations. It should 

be noted that the evaluation applies to ITG/ITM mechanisms in operation, so that it is 

used with the objective of modeling ITG/ITM to improve these mechanisms and/or to 

complete those that do not exist. Details are summarized in Table 2. Other particulars 

can be reviewed in previous studies [60][61][62]. 

 
Table 2. Case Studies details 

 CASE A CASE B CASE C 

Objective ITG/ITM modeling and  
implementation 

ITG/ITM modeling and 
implementation 

ITG/ITM modeling 

Employees 3200 150 470 

IT Unit 30 officials. The Unit 
manages IT services and 
a data center  

20 officials. The Unit 

manages some 
outsourced services 

15 officials. The Unit 

manages the strategic 
services outsourced 

Design Phase 

outcome 

ITG/ ITM model for the 

enterprise's network 

ITG/ITM model for the 

institution  

IT Outsourcing (ITO) 

model for the institution  

Evaluation time Six months One year Six months 

Participant Three researchers. One Two researchers. One on Two researchers. One on 
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Observation on full time full time full time 

Model 

refinement 

process 

A combined strategic 

alignment scenarios 

between PSOs with of 
PDCA cycle compliance 

Alternative strategic 

alignment scenarios.  

The Model definition 

based on Contractual ITO 

services 

Implementation 

complexity 
treatment criteria 

Goal Cascade permits 

selecting COBIT and 
ISO 20000 processes for 

each enterprise. The final 

processes group is an 
accumulation of all 

enterprises 

Goal Cascade permits 

selecting COBIT 
ITG/ITM processes. 

Complementary norms 

are used to detail the 
COBIT processes 

Goal Cascade permits 

selecting COBIT 
ITG/ITM processes for 

ITO. Besides, ITIL is 

used to details the COBIT 
processes 

 

Model Outcomes 
 

 

The harmonization of 31 

COBIT and 14 ISO 
20000 Processes for 

ITG/ITM, covering six 

municipal companies   

12 ITG/ITM Processes, 

and a group of Best 
Practices mechanisms 

for ITG 

A reference framework 

composed of 16 ITG/ITM 
processes, 11 ITO  Best 

Practices mechanisms, 

and an improving plan  

Evaluation 

process and 

results   

Improvement on Process 

Capability, over five 

critical processes. 
Average improvement: 

8,3%, at Level 1 

Capability 

Model outcomes 

compliance. 

Implementation: all ITG 
mechanisms, and four 

processes 

Compliance of 

Improvement  Plans 

contents, and check using 
Critical Success Factors 

 

According to Ecuadorian law [63], in the A case, the Metropolitan Public 
Enterprises are independent PSOs. The six selected enterprises are coordinated directly 
from the Town Hall [64]. Namely, they constitute an enterprise's network that, 
although do not share IT infrastructure, they have the same general objectives than the 
Metropolitan District, as well as share the financial resources. The selected enterprises 
have more size and infrastructure; besides, they manage a data center and do not 
depend on the central administration. 

The less capability process in each COBIT domain was used to develop the model 
evaluation, through activities of an improvement plan. The plan activities included 
those more feasible to be executed in small time intervals; and, as far as possible, the 
execution risks were minimized. The activities were immersed in daily work; 
nevertheless, the results showed that the IT organizational context influenced for the 
partial implementation, and on the improvement values. The average of processes 
capability improvement was the 8.3% at Level 1 Capability, rating Partially; it is 
considered a low value. 

An alignment scenario was selected in the B case, to apply the model to the 
Accreditation Council for Higher Education in Ecuador. Table 3 shows the 
summarized results using COBIT Goal Cascade, for the more likely scenario. 

 
Table 3. Case B: IT Strategic Alignment  

 
Scenario 

 

Corporate Goals focused on customer orientation and internal policy compliance, with 

emphasis on benefits and risk management optimization. 

   

COBIT 

Processes 
Priority 

High (> 2 IT 

corporate goals) 

EDM03, APO13, BAI06, DSS03, DSS04, DSS05, 

MEA01, MEA02   

 
Medium (2 IT 

corporate goals) 

EDM01, EDM02, APO01, APO02, APO08, APO09, 

APO10, APO012, BAI01, BAI02, BAI04, BAI10, 

DSS01, DSS02,  DS06, MEA03   

Low (1 IT goal) EDM05, APO03, APO05, APO07, BAI03  
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The high-priority processes are selected; they promote to three or more IT corporate 
goals. Next, considerations are made regarding corporative governance, along with the 
COBIT processes, so that definitive mechanisms can be established (Table 4). 

 
Table 4. Case B: Mechanisms identified after applying the ITG/ITM model 

   
Mechanisms 

IT
G

 

Basic 

Framework 

Structure 

- ICT structure with the centralized decision, inherent of 

supporting public processes, according to the organization 

chart. 
- Creation of Technology Committee at Advisor Level, led by 

Chairman, or representative. 

- Integration of alignment ICT tasks in roles and responsibilities 
attached to the ICT Department or Technology Committee. 

- Presidency of ICT Department in the Technology Committee, 

reporting and accomplishing administrator roles of ICT 
business relationships. 

Processes - COBIT Processes: EDM03, APO02, AP009, APO03  

Relationships 

- A shared understanding of business objectives through the 

Technology Committee. 
- ITG Awareness Campaigns. 

BITA SAM Model -  COBIT: Goal Cascade.  

IT
M

 BDIM 
- COBIT Processes: APO13, BAI06, BAI03, DSS03, DSS04, 

DSS05, MEA01, MEA02  

Specific Strategies and 

Norms 

- ISO 27001 and ISO 27002 for APO13 and DSS05 

- ISO 22301 and ISO 27001 for DSS03 and DSS04 

- ISO 29110 and Agile Methods for BAI06 

   

The C case includes a PO legally constituted and authorized to operate in Ecuador, 

in the group of medium banks of the commercial segment. Based on specific 

considerations, the model references a contractual mechanism of outsourcing, from a 

customer perspective; the ITG mechanisms and the processes are proper or adjusted 

to the IT Outsourcing (ITO) services. Table 5 summarizes the model components. 

 
Table 5. Case C: Mechanisms identified after applying the ITG/ITM model 

   
Mechanisms 

IT
G

 

Basic 

Framework 

Structure 

- Strategic level: Executive Management Committee and ITO 

Management Office  

- Tactical level:  Architecture Committee and Executive of ITO 

Projects  

- Operational level: Responsible for Business Units/IT 

Processes 

- ITO Project Portfolio Management  
- ITO Project tracking  

- Acquisitions 

- Quality of service 
- Information Architecture Management  

Relationships - RACI Matrix 

BITA SAM Model -  COBIT: Goal Cascade.  

IT
M

 

BDIM 

- COBIT Processes: EDM03, APO09, APO10, APO12, APO13, 

BAI01, BAI02, BAI03, BAI06, BAI09, DSS01, DSS02, 
DSS03, DSS04, DSS05, MEA03 

Norms/Best Practices - Harmonizing with ITIL for each COBIT process  
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6   Discussion and conclusions  
 

The integrated model was developed using a systematic approach, having the related 

work as a baseline. The artifact takes contributions from different theoretical models 

(BITA, BDIM), as well as from the frameworks (COBIT, ITIL, Guidelines & Areas). 

While the theoretical models contribute with the knowledge from state-of-the-art 

practices developed in recent years, the professional frameworks provide with 

knowledge cumulated through practical experiences. 

The preponderant usage of COBIT in the model shows a logical result, which, 

unlike the academic alternatives cited, demonstrates its applicability and flexibility for 

strategic alignment. In this work, COBIT was considered as a part of an ecosystem of 

complementary and competitive frameworks (COBIT, ITIL, ISO 38500, and 

Guidelines & Areas). However, a model application perspective is the alternative use 

of ISO 38500 or Guidelines & Areas, which have not been taken into account in the 

case studies.  

The integrated model allows ITG/ITM modeling, and it is evaluated through the 

case studies, showing its versatility in different contexts. About it, some important 

issues are discussed below. 

 IT governance has tended to focus on within a single organizational environment 

[65], and the understanding of IT governance in an inter-organizational context 

remains limited [66]. This work contributes to evidence about the inter-organizational 

influence in the complexity treatment. In the A case study, to minimize the number of 

COBIT processes is not an alternative to contributing to the IT improvement 

implementation success. In the B and C cases, the goal cascade process constitutes an 

adequate filter regard to processes to be into account in the refined model. 

The improvement level in the case study A, reveals the contextual implementation 

difficulties into the public sector, issue studied by various authors [4][41][43]. 

Particularly, the model requirements reveal the multifaceted goals of stakeholders 

(municipal enterprises), and the low IT evaluation outcomes evidence the risk 

aversion that difficult the changes; these issues are negatively empowered on 

developing country context. Likewise, in the case study B, the implementation level 

was partial; the fundamental reason was the risk aversion. This reality suggests 

complementing this work, exploring the critical success factors for the 

implementation stage.  

On the other hand, the case study C shows the model applicability and versatility 

for to use it in ITG and ITM subdomains, as the ITO services. 

In any case, the experiences show model operability and applicability. Thus, the 

work provides a practical tool for practitioners and contributes to the existing body of 

knowledge both about artifacts design and on IT development in a developing country 

Private and Public Sector Organizations.  
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Abstract. The software industry comprising small companies represents an in-

teresting opportunity for economic development. But these still have problems 

in productivity and the quality of their delivered products. In this context, the 

ISO/IEC 29110 standard has been developed, which represents an opportunity 

for small companies whose adoption depends on several factors, in particular, 

those related to the environment. In this paper, we study the influence of envi-

ronmental factors on the adoption of ISO/IEC 29110 standard. For this research, 

a multiple case study was carried out, which includes four organizations as units 

of analysis. In a controlled environment, each organization implemented the 

processes belonging to the basic profile of the ISO/IEC 29110 standard. After 

the implementation, an analysis has been made of the environmental factors that 

influenced the adoption of the standard. Of the 16 environmental factors ana-

lyzed, it was found that 6 factors influenced all the organizations and those re-

lated to the support and trust of the partners had the greatest positive influence 

on the standard adoption, while the defense factor of the partners had the most 

negative influence. All other factors had minimal or no influence. 

Keywords: ISO/IEC 29110, adoption factors, software process improvement. 

1   Introduction 

In the software industry, companies define and improve their processes for [1][2]: (1) 

managing the software lifecycle, guiding professionals to perform their tasks; and (ii) 

providing a general understanding to all those involved in software development 

about the tasks for which they are responsible. When companies decide to improve 

their software processes, there are several standards and models [3]. Some of them 

focused on large companies or workgroups with more resources such as CMMI or 

ISO/IEC 15504 [4]; and others oriented to small organizations as MoProSoft or 

ISO/IEC 29110, among others [5]. 

However, the adoption of a process model depends on many factors, such as com-

pany size [6][7], organizational culture, resources to be invested, expected results 

[8][9], the correct use of a reference model, the participation of the top management 

of the organization; and especially the high ratio of people who are part of the organi-

zation's work team [10]. All these factors have been studied and organized by various 

authors in categories: organizational factors, top management and the environment, 
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among others; or as frameworks such as those presented in various studies [11], [12], 

[13], [14]. 

In this context, the main task of the ProCal-ProSer project [15] is to study the dif-

ferent behaviors of people in software development companies that seek to adopt the 

ISO/IEC 29110 standard, to determine why or not to adopt this model. Identified 

factors will allow defining adoption strategies in the software industry. Also, to re-

duce bias, companies with less than 25 professionals in the software development area 

have been considered. 

This article presents an exploratory research on the factors of adoption related to 

the environment in a group of companies that implement the ISO/IEC 29110 standard. 

The rest of the paper is arranged as follows: Section 2, shows background; Section 3 

research protocol; Section 4, units of analysis; Section 5, presents the interpretation of 

results and Section 6, the final discussion and future work. 

2   Background 

2.1   Software process models 

There are several ways to achieve a better quality of the software product [16],[17], 

including quality in the software development process [18] based on software pro-

cesses models. 

Among the most representative models are: CMMI [19] and ISO/IEC 12207 stand-

ard [20]; however from the perspective of small companies, both CMMI and ISO/IEC 

12207 have adoption problems and generate rejection when trying to be implemented 

in small organizations [4], [21], [22]. Given the situation described, other models 

were generated for small companies and some of them used in Peru: MoProSoft [23], 

Competisoft [24], MPS.BR [25], and ISO/IEC 29110 standard [26]. 

From the above, ISO/IEC 29110 is a standard developed with the aim of improving 

the quality of software products through improving the processes of small companies 

[27]. The standard defines a Very Small Entity (VSE) as an organization, company, 

department or project that has up to 25 professionals engaged in software projects 

[26]. The standard is organized by profiles such as: basic, intermediate and advanced; 

and in each profile a set of processes is established [26]. The basic profile is detailed 

in the document ISO/IEC 29110-5-1-2 [28] and is composed of two processes: (i) 

Project Management (PM) which aims to systematically carry out the tasks of the 

software development project, aiming to meet the objectives of the project in relation 

to quality, time and budget, and (ii) Software Implementation (SI) which aims to 

establish the systematic relationship of the analysis, construction, design, integration 

and testing activities of the software product according to the specified requirements. 

Each process and its main activities are shown in Fig.1 and Fig. 2. 

 

 

Fig. 1. Main activities of the Project Management Process [28] 
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Fig. 2. Main activities of the Software Implementation Process [28] 

2.2   Factors models in Software Process Improvement 

The adoption of practices from a model following process improvement can be 

influenced positively or negatively by a set of factors. This software processes 

improvement (SPI) in a company can be considered as an innovation in information 

technologies [29]. 

In this context, there are research works such for VSEs as [30] and [31], where 

methods are proposed to identify key factors to be considered if the company wishes 

to implement a successful software process improvement. Some factors identified 

were: software maintenance, product quality and change management. 

Likewise, there are other studies that have collected a set of factors that can 

influence positively or negatively when performing a SPI. These studies include: (i) 

the analysis performed in [32] which shows key points to be taken into account in the 

different phases of software development and in the people who implement the SPI; 

(ii) the 18 success factors to achieve SPI, in small and medium-sized Pakistani 

companies described in [33], in the context of web development applications; (iii) the 

study of [34] which analyzes the influence of other factors such as: organizational 

culture, the exchange and distribution of knowledge among employees, among other; 

(iv) the drawbacks associated with adopting an agile methodology described in [35]; 

where the author identifies a set of factors such as: the size of the project, assimilation 

gaps or cultural problems, among others; and (v) finally the conceptual model shown 

in [11], where 107 factors were collected from the current literature, which may 

influence the adoption of an information technology innovation. Factors were grouped 

into 5 categories: innovation (20 factors), organizational (41 factors), environment (16 

factors), CEO (8 factors) and user acceptance (22 factors). 

2.3   Related work 

The ISO/IEC 29110 standard is focused on enabling companies to improve their 

software processes without having the complexity of other standards or models [9]; 

thus, there are studies such as [10] and [36], which show the perception of the VSEs 

about adopting the ISO/IEC 29110 standard in the future. These studies discuss 

potential benefits and barriers to possible adoption. Also, in these papers [37], [38], 

[39] and [40] some recommendations and guidelines to be considered when 

implementing the ISO/IEC 29110 standard in VSEs are analyzed, such as: 

"Deployment Packages", close assistance to the team for the implementation of the 

standard and the use of support tools for the management of SI and PM processes. 

The papers previously mentioned in this section are considered of high relevance for 

the present study; However, the purpose of this article is to analyze the factors after 
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the implementation of the ISO/IEC 29110 standard, not before, which is why it differs 

from these papers. 

On the other hand, there is another group of articles that analyze which factors 

influence the VSEs, when implementing the SPI using the ISO/IEC 29110 standard. 

One of them is [41], where it is collected (from the Current literature) and classify 37 

factors (on success factors and barriers) that may influence the adoption of the 

ISO/IEC 29110 standard. Our research uses another conceptual model with different 

groups of factors, as a first difference with the previous article, then analyze and infer 

which are the factors that influence positively and negatively. However, in the 

discussion section, it will be analyzed the relation between both groups of factors. 

Finally, papers [42] and [43] show the point of view of some VSEs regarding the 

adoption of the ISO/IEC 29110 standard, information obtained through the use of 

grounded theory methodology and interviews. As a result, topics such as: level of 

interest, acceptance level and barriers present in a VSE to adopt a software process 

improvement with ISO/IEC 29110 standard are shown. Our research has similarity to 

the previous two; however, the purpose of this study is to know which factors have a 

greater or lesser influence in the software processes improvement (based on a 

conceptual model [11]), unlike the previous studies which obtain the factors as a 

result of the methodology used. 

3   Research methodology 

In the present study, an exploratory analysis of an improvement process is carried out, 

under similar contexts, but in a set of different organizations, so we have used a case 

study as a method of qualitative research method. 

The protocol that has been followed for the case study is the one defined in [30] 

and [31], likewise, we have [11] as document reference, which shows a practical case 

of protocol implementation, in an analysis of factors of adoption in a company. The 

process followed consists of 4 phases and several stages (see Table 1).  

In the following paragraphs, the stages of the case study related to the planning 

phase (P) are developed: 

(P1-1) Purpose of the study: to qualitatively analyze the way in which environmen-

tal factors influence the adoption of ISO/IEC 29110 standard, the work was doing in 

work teams of four VSE, which are described in Section 4. To achieve this study a 

software process improvement cycle was performed in all units of analysis using the 

basic profile of ISO/IEC 29110 standard, which involves software development pro-

cesses and project management processes. Within the ProCal-ProSer project [44], it 

was established to work with factor models used in the context of process 

improvement and models of technological innovation factors, with the purpose of 

evaluating their application in several VSEs. For this particular research, it was 

established to work with the conceptual model defined in [11], which groups adop-

tions factors into 5 categories as shown in section 2.2. This article uses and analyzes 

the 16 environmental factors defined in the model and the study of the rest of the 

factors is described in the future work section. 

Analysis of environmental factors in the adoption of ISO/IEC 29110 85



www.manaraa.com

Table 1. Phases and steps of the case study process [15] 

Phase Step 

P1: Design the case study 

(P1-1) The purpose of the study 

(P1-2) What is studied 

(P1-3) Theory required 

(P1-4) Research questions 

(P1-5) Methods of collection 

(P1-6) Selection of data 

P2: Prepare data collection (P2-1) Definition of how the collection is performed 

E1: Collect the data (E1-1) Collection of data 

E2: Analyze and interpret data 
(E2-1) Analysis of data 

(E2-2) Interpretation of data 

R1: Report the results (R1-1) Carrying out the report 

 

 (P1-2) What is studied: the units of analysis are four VSEs. The work teams are 

smaller than 25 people, so there was no restriction to implement process improvement 

based on ISO/IEC 29110 standard. The detailed description of the companies and the 

selected projects is presented in Section 4. Consequently, the study object is based on 

a group of analysis instances each under its own context, which allows defining a 

holistic multiple case study [31]. 

(P1-3) Theory required: see Section 2.  

(P1-4) Research questions: the research question for the present study is: How do 

environmental factors influence the adoption of the basic profile practices defined in 

the ISO/IEC 29110-5-1-2? 

(P1-5) Methods of collection: the information collected was of the qualitative type 

and was obtained in two stages- In the first stage, relevant information was obtained 

on the adopted practices of the ISO / IEC 29110-5-1-2 standard, through documents 

and reports. The data collection process, for this first stage, can be considered as a 

third degree, according to [30]. In the second stage, the information was obtained 

through a semi-structure interview, to achieve a descriptive and exploratory study of 

the environmental factors that influenced the SPI. In this case, the technique can be 

considered as a first degree due to there was direct contact between the study subjects 

and the researcher. The interview questions were formulated based on the description 

of each factor and were reviewed and approved by an external reviewer with more 

than 10 years of experience in SPI issues and quality of software processes. Addition-

al details of the interview are shown in Section 5. 

(P1-6) Selection of data: it was carried out in two stages: The first, by obtaining the 

report of the level of adoption based on ISO/IEC 15504 assessment and performed by 

formal assessor, which could determine which practices of the Standard were adopted 

and which were not, and to what degree (see Section 4). In the second stage, the inter-

views were refined and consolidated, to obtain a diagnosis of the factors related to the 

environment that influenced the adoption (see Section 5). 

(P2-1) Definition of how the collection is performed: it was carried out in two 

stages. The first one, where the adoption level of the standard was evaluated and the 

second one, through semi-structured interviews, whose central focus was to know 

which factors [7] positively or negatively influenced the adoption of the basic profile. 

The remaining steps were analyzed as follows: (E1-1) in section 4, (E2-1) and (E2-

2) in section 5, (R1-1) in the whole article. 
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4   Analysis units 

We have four units of analysis for the multiple case study. The VSEs, that for confi-

dentiality issues will be called alpha, beta, gamma and delta, are described in Table 2. 

Table 2. Units of analysis 

Item Alpha Beta Gamma Delta 

Descrip-

tion 

Software area with-

in an educational 

organization. It 

develops software 

projects to be used 

in educational 

environments. 

Private sector VSE 

that develops hard-

ware, software and 

networking solu-

tions for the gaming 

industry. 

VSE that offers 

solutions in diverse 

sectors, mainly 

commercial, retail, 

health, mining and 

engineering and 

education. 

VSE that offers 

solutions for iPh-

one, iPad, Android 

and Windows 

Phone. 

Team 1 project manager 

2 junior developers 

1 graphic designer 

1 project manager 

3 senior developers 

2 analysts 

1 junior developer 

1 test manager 

1 project manager 

2 analysts 

3 senior developers 

1 general manager 

1 sub-manager 

4 senior developers 

2 administrative 

staff. 

Enterprise 

Expertise 

5 years 13 years 8 years 10 years 

SPI  

experience 

No previous experi-

ence 

No previous experi-

ence 

No previous experi-

ence 

No previous experi-

ence 

SPI  

support 

post graduate 

student 

post graduate 

student 

Undergraduate 

student  

(remunerated) 

Undergraduate 

student  

(remunerated) 

SPI  

duration 

4 months 6 months 6 months 6 months 

 

The process followed includes an initial diagnostic evaluation, setting the goal of 

improvement, implementation and final evaluation of the improvement cycle. The 

diagnostic evaluation was carried out at the beginning of the project and the basic 

profile, PM and SI processes were evaluated in order to know the current state of the 

companies and propose improvement proposals. The process followed for this as-

sessment was performed using ISO/IEC 15504-2, as specified in ISO/IEC 29110-3 

[32]. The diagnostic evaluation was performed by a qualified evaluator together with 

the project manager of each company and presenting the documentation required by 

each practice or group of practices. 

Column IE (initial evaluation) in Table 3, shows the percentage of adherence of 

companies in each of the processes implemented, based on the four levels defined by 

ISO/IEC 15504-2: N (not met), P (partially Complies), L (long is fulfilled) and F (Full 

- has a great achievement of the process). Likewise, percentages of adhesion to the 

guide have been placed; those are representing the degree of compliance based on the 

practices adopted by the company. These percentages were placed by the authors to 

facilitate comparison and analysis between the initial and final evaluation. The base 

practice qualification from process assessment process is showed in Appendix A. The 

improvement goals were established based on the diagnostic evaluation and were 
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different for each company: Alfa aimed to achieve at least an L level in both process-

es of the basic profile; While Beta aimed to achieve a P level in PM and a L level in 

SI and finally, Gamma and Delta aimed to achieve F level in SI and PM. The imple-

mentation was carried out in all the VSE using the basic profile (PM and SI) of 

ISO/IEC 29110-5-1-2. The final evaluation was carried out by an external evaluator 

according to what was established in the Project. 

5   Analysis and results 

The process followed for the final evaluation was the same followed for the diag-

nostic evaluation. The results of the final evaluation are presented in column FE (final 

evaluation) of Table 3. It can be seen in Table 3, for example, that Alfa achieved a 

significant improvement in its PM process, going from a N rating with 10.6% compli-

ance to an L with 62.5% compliance. 

Table 3. Comparison Initial and Final evaluation 

 Project Management Software Implementation 
Organiz. 

Id 
Adherence 

(%) 
Level 

variation 
Capacity 

variation 

Adherence 

(%) 
Level 

variation 
Capacity 

variation 
 IE → FE IE → FE IE → FE IE → FE IE → FE IE → FE 
Alfa 10.6 → 62.5 N → L 0 → 0 37.9 → 42.8 P → L 0 → 0 
Beta 14.6 → 48.1 N → P 0 → 0 21.9 → 49.4 P → P 0 → 0 
Gamma 89.4 → 96.2 F → F 1 → 1 52.9 → 71.8 L → L 0 → 0 
Delta 27.9 → 84.6 P → L 0 → 1 29.9 → 77.4 P → L 0 → 0 

 

After the evaluation, the factors influencing in the adoption were analyzed through 

a semi-structured interview (see Section 3, P1-5), the activity was performed with 

project managers from each company. The purpose of the research is to analyze the 

factors related to the environment, which are shown in Table 4, together with the 

description of each factor. For each factor, the researcher proposed a question that 

would make it possible to know during the interview whether the factor influenced the 

SPI, and if so, at what level. These questions are shown in Appendix B. 

Likewise, each factor was evaluated according to the following criteria: (i) influ-

ence on process improvement: positive or negative; (ii) level of influence, on a Likert 

scale, from 1 to 5, where 1 is very low influence and 5 is high influence; (iii) justifica-

tion of the influence of the factor; (iv) what problems were presented on this factor in 

the improvement? (v) Criticality of the problem, on a Likert scale, from 1 to 5, where 

1 is very low criticality and 5 is high criticality; and (vi) how did you deal with this 

problem? 

Table 5 presents the consolidated of the interviews, considering two columns for 

each company, the first is the type of influence (Inf.) and the second, the level of that 

influence. If the factor evaluated had no influence, it is placed N.A, if the influence 

was positive is placed (+) and if it was negative is placed (-) in column Inf.; and the 

level is placed in the adjacent column. In this research we used narrative synthesis, 

according to those established in [45], to analyze the information of the environmental 
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factors described in [11], which through interviews were collected and mapped in 

Table 5. 

Table 4. Environmental factors [11] 

ID Factor Description 

E01 Competitive pressure Pressure exerted by competitors in the same sector. 

E02 External pressure Influences that arise from various sources in the competitive 

environment surrounding the organization. 

E03 Government support The government supports with financial incentives, tax cuts, 

pilot projects to benefit innovation. 

E04 Vendor support Assistance from the seller of a product or service that the 

company own. 

E05 Partners support Degree of Support from the company's partners to corporate 

decisions. 

E06 Partners readiness Availability of partners to support process improvement. 

E07 Environmental Uncertainty The company has little information about its external envi-

ronment; therefore, its behavior is erratic. 

E08 Vertical linkage Coordination and communication activities from the highest 

to the lowest positions in the company. 

E09 Partners defense The partners of the company support the improvement of 

processes. 

E10 Government pressure Pressure exerted by the government towards the adoption of 

standards and obtaining certifications. 

E11 Number of competitors Number of competitors identified by the company. 

E12 External expertise The company requests the external consulting from a third-

party supplier. 

E13 Consultant effectiveness The requested consultancy offered a solution and / or helped 

to clarify the present problems. 

E14 Trust with partners Trust given by partners in the process improvement adoption 

process. 

E15 Globalization Increased number of software companies in the world, cus-

tomers of the company in other countries, new markets. 

E16 Social influence The perception of the public (or other company) about the 

position of the company. 

 

Among the justifications provided by the project managers, we can observe the 

comment for the factor E02 (External pressure) from Alfa: "Customers requested 

documents to verify the progress and what was being proposed as a solution, the 

standard supported compliance with this requirement and required the work team to 

comply with the required documentation. "In two of the four companies, this factor 

influenced a high level, as did the factor E05 (Partner support), factor E08 (Vertical 

link) and factor E14 (Trust in partners). 

Regarding the factors that had a greater influence in the adoption of process im-

provement, in Alpha, E14 obtained a value of 5 and the comment was as follows: 

"The reason is that the technical leader is also the software specialist and the area 

manager relied fully on his capabilities to implement process improvement and get 

the results sought". In relation to the most influential factor in Beta, the support of the 
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partners (E06) was rated 5 and the interviewee's comment was: "the manager always 

agreed with the decisions made by the project leader, he trusted in what the leader 

said, he trusted people a lot." 

Table 5. Results of Factor Evaluation 

 Alfa case Beta case Gamma case Delta case 

Factor ID. Inf. Level Inf. Level Inf. Level Inf. Level 

E01 N.A. N.A. N.A. N.A. N.A. N.A. N.A. N.A. 

E02 + 4 + 3 N.A. N.A. N.A. N.A. 

E03 + 3 N.A. N.A. N.A. N.A. N.A. N.A. 

E04 + 1 N.A. N.A. N.A. N.A. N.A. N.A. 

E05 + 3 + 5 + 2 + 5 

E06 + 3 N.A. N.A. + 3 + 5 

E07 N.A. N.A. + 1 N.A. N.A. N.A. N.A. 

E08 + 4 + 4 + 5 + 5 

E09 - 2 - 3 + 4 + 3 

E10 N.A. N.A. + 2 + 2 N.A. N.A. 

E11 N.A. N.A. + 2 N.A. N.A. N.A. N.A. 

E12 N.A. N.A. N.A. N.A. N.A. N.A. N.A. N.A. 

E13 N.A. N.A. N.A. N.A. N.A. N.A. N.A. N.A. 

E14 + 5 + 4 + 3 + 4 

E15 + 1 + 2 + 3 + 4 

E16 N.A. N.A. N.A. N.A. + 5 N.A. N.A. 

 

On the other hand, it can be observed that factor E09 (Defense of partners) had a 

negative influence on two companies. An excerpt from the interview comment to the 

Beta company regarding this factor: "The manager of the company knew about the 

improvement of processes, but not being a technical person (not an engineer), he 

preferred not to go into the detail of the implementation of the Improved and left it in 

the hands of the project leader. 

Regarding the possible threats of the study, it should be considered that the SPI 

was guided by a member of the ProCal-ProSer project team in gamma and delta, 

which did not happen in alfa and beta, and above all may not always be applied to 

other VSEs. Likewise, regarding the analysis of the factors, the interviews were made 

to the team leaders and perhaps team members had a different opinion and other lev-

els of influence from the same factors. 

6   Final discussion and future work 

The adoption of a process improvement involves a series of steps and good practices 

that must be followed to achieve the goals set by the company. When it comes to a 

small organization, based on previous studies and the results obtained, this improve-

ment will be implemented better if there is a total commitment of the highest posi-

tions of the company to the lowest positions. 

The results obtained allow concluding that, of the 16 factors analyzed, 5 of them 

influenced all the organizations, regardless of the context in which they were. This 
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group of 5 factors, E05 partners support, E08 vertical linkage and E14 trust with part-

ners, which are related to top management support in SPI, are factors identified as 

positive influence, which is in agreement with the research [41] (Section 2.2), where 

two factors mapped, “Involvement and participation”, and “Organizational policy”, 

both related to the support of the top management and the work team, are considered 

as success factors. Also, these three factors are related to the research [42] as it is 

mentioned that two barriers of adoptions are lack of perceived need and resources 

need, which in this case, all de VSEs could afford all the resources needed for the SPI, 

overcoming the barriers.  

The other two factors that influenced all companies, E09 partners defense and E15 

globalization, have not been identified as success factors or barriers to adoption in any 

previous paper, therefore, these two factors should be considered in the future, in 

similar research works, when studying factors that affect SPI. 

Finally, of all the factors analyzed, the only one that influenced negatively in two 

companies was E09 partners support, which allows to conclude that this factor must 

be supervised with great care when performing an SPI using the ISO/IEC 29110 

standard. 

As a future work, it is proposed to perform the procedure described in this paper, 

but in focus on the factors that have not been analyzed in this study, which belonging 

to [11], such as: innovation, organizational, CEO and user acceptance. Also, it is 

proposed to analyze if there is any correlation between the level of improvement after 

SPI and the factors that have influenced the adoption of that SPI. 
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Abstract. With the rapid growth in the use of digital platforms for the 

dissemination and expansion of a company's business reach, it is vitally 

important that startup firms are firmly aware of the options when deciding 

whether to adopt a particular technology because they often have low resource 

availability, which reduces their margin for error. In order to help these 

companies to adopt Digital Marketing in a more secure way by knowing the 

most relevant factors that they can find as concerns the adoption of 

technologies, this study will analyze the factors that influence the adoption of 

technology, identifying them initially through the systematic literature review 

of similar scientific works.  

Keywords: Digital Marketing; Startups; IT Adoption; Literature Review. 

1. Introduction 

Nowadays it is mandatory for companies to have an online presence, either through 

an institutional website or an online store, with the ultimate goal of expanding the 

market associated with the sale of a product or service offered by that company. In 

order to make the most of this online business method, a set of techniques have been 
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developed to bring end users to these digital platforms, in order to trigger their 

purchase behaviour. These techniques, typically associated with the “digital 

marketing” concept, have main functions such as the analysis, planning, 

implementation and control of projects aimed at satisfying consumers’ demand, 

wishes and needs, with quality, hence bringing profit to the company. Thus, digital 

marketing is considered to play an important role in the survival, development, and 

success of small and new ventures. 

As digital marketing is highly correlated with new information technologies, it is 

expected that traditional marketing techniques and characteristics will not only serve 

as a basis but also will be greatly developed, in order to improve the overall business 

performance. Nevertheless, this principle applies mainly to new and small businesses 

that rely heavily on new customers and new investors in their products and services. 

Considering the widespread set of perspectives on the adoption of digital 

marketing at the organizational level, the present work aims at identifying the most 

relevant determinants for the adoption of digital marketing by Portuguese startups. 

This output will serve, from our perspective, as the basis for future research on the 

topic.  

2. Theoretical Framework 

2.1. Digital Marketing Conceptualization 

The Internet, as well as other digital technologies, played a crucial role in the progress 

and evolution of marketing. It allowed the existence of a wide range of products, 

services, means of purchase, prices, and new modes of communication that make 

information more quickly available to consumers. The Internet has showed companies 

a novel way to reach new markets, as well as having provided the opportunity to offer 

new products and services, using online communication techniques, placing them in 

the same market of larger companies when used appropriately and corresponding to 

the requirements of the sector concerned. 

In summary, marketing functions involve the analysis, planning, implementation 

and control of projects designed to achieve and satisfy demand, whether with products 

or services, considering the desires and needs of the consumers/users, with quality 

and in order to make a profit for the company. Marketing is considered to be of 

utmost relevance in the survival, development, and success of small and new 

ventures. Marketing is now using technology to innovate and to enable firms to be 

inserted in expanding markets in numerous forms. The companies that use these new 

technologies will have different perspectives and objectives with their use, and it 

should be noted that the learning stage of digital marketing may result in a slow 

process [1]. 

According to Levitt [2] marketing “is the process of attracting the customer”. In a 

similar note, Kotler [3] argues that marketing “is the social and management process 

through which individuals and groups obtain what they need and desire through the 

creation and exchange of products and values”. A similar perspective is presented by 
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Skacel [4], according to whom, “it is what we do to get more consumers to use more 

services or buy more products, to meet more needs and more often”. 

2.2. Importance and Benefits of Digital Marketing 

In sum, the functions of marketing involve the analysis, planning, implementation and 

control of projects designed to achieve and satisfy demand, whether with products or 

services, considering the desires and needs of consumers / users, with quality and in a 

way to bring profit to the company. Marketing is considered to be extremely relevant 

in the survival, development, and success of small and new ventures. 

According to Chaffey, Ellis-Chadwick, Mayer and Johnston [5], associated to 

digital marketing are several tangible and intangible benefits. The authors consider 

tangible benefits to increase sales of new sales opportunities resulting in increased 

revenue from new customers, new markets, and existing customers (repeat sales or 

cross selling); cost reduction due to reduced time for customer service, online sales 

and reduced costs of printing and distribution of marketing communications. With 

respect to intangible benefits, these are presented as the communication of corporate 

image; enhancement/improvement of the brand; marketing communications now 

faster and more responsive (including public relations); improved customer service; 

improved learning for the future; the meeting of customers’ expectations for having a 

website; identifying of new partners and better support for existing partners; better 

management of marketing information and information about the customer; more 

customer feedback on products. 

Marketing is very important for the creation of companies, especially as they face 

environmental challenges, such as the rapid evolution of technology, globalization 

and increasingly more sophisticated competitors. As such, they need to be able to 

identify and pursue market opportunities, adapting to a dynamic environment, despite 

the limited financial and human resources that they possess [6] and the set-back of a 

limited market and small customer base [7]. The main tool to take advantage of these 

opportunities, currently, is clearly the Internet – where companies promote their 

products/services to a global target audience, reaching large masses at a greatly 

reduced cost. For this reason it is mandatory to give maximum attention to digital 

marketing to obtain the maximum competitive advantage that this medium provides to 

companies. Marketing professionals are required to constantly update their knowledge 

and to constantly search for information, because this sector is always undergoing 

constant change. 

2.3. Digital Marketing in Startups 

In the case of an SME (Small and Medium-sized Enterprise), the distinction between 

marketing and sales becomes very tenuous, since marketing in SMEs takes place 

during the sales process [8]. What causes that is the fact that many managers of SMEs 

have a wrong perception of what the sale is for Marketing [9], however it is 

undenaible that marketing exists to increase sales. [10] performed some tests taking as 

main actors the entrepreneurs themselves and what marketing means to them. As you 
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would expect, the conclusion which was reached was that entrepreneurs have an 

incomplete meaning and perception of what marketing is. The majority considered 

marketing to be synonymous with sales or advertising, thereby emphasizing short-

term goals, rather than long term profitability. Managers should see marketing as a 

tool for strategic planning or strategic orientation, however the vast majority of them 

seemed to opt for a product and sales orientation [10]. 

Flexibility is a key word for marketing in SMEs, since marketing is bound to 

evolve throughout the life cycle of the company, to better position the product in the 

market, and in order to satisfy the needs of customers. The flexibility and reduced 

response time SMEs manage in practice are a competitive advantage compared with 

large enterprises [9, 11-13]. SMEs practice creative marketing, of an alternative and 

instinctual nature even given weak financial resources. Typically, the success of 

innovation in SMEs is determined by the novelty, the power of new adoptions that 

translate into a growing number of opportunities for growth. 

3. Digital Marketing Adoption 

3.1. Web-Based Information Technology Adoption 

There are several studies on the use of models to characterize the  adoption and use of 

new technologies at the enterprise level. These models enable researchers to have an 

idea of the major determinants that must be taken into account as potential influencers 

in the process of incorporating the referred technologies. As argued by Karahanna, 

Straub and Chervany [14], these models offer valid arguments that allow managers, 

users, as well as the academic community, to gain a better perception of the 

application and potential of new technologies, with the purpose of leading to more 

productive modes of operation. 

As digital marketing is a recent concept, especially when perceiving its application 

to SMEs (that have reduced resources and cannot make risky investments), there is an 

increasing demand for studies focusing on the adoption of the referred technology by 

small and resource-limited companies, in order to reach a full understanding on what 

might be the obstacles and determinants of the adoption process. 

In order to perform a valid analysis of the existing scientific literature, a set of 

international scientific repositories, such as the ACM Digital Library, the IEEE 

Xplore Digital Library, the Web of Science, ScienceDirect, SCOPUS and Google 

Scholar, have all been used as the source for literature that focuses upon the adoption 

of web-based technologies, such as digital marketing, at the firm level. 

An initial analysis of the existing literature allowed us to perceive that the majority 

of the existing research was drawn from more “traditional” IT adoption models, such 

as Rogers [15] theory on the Diffusion of Innovation (DOI), Davis, Bagozzi and 

Warshaw [16] technology-organization-environment framework (TOE) and, also, 

from the merging of these models with other existing models, such as the Institutional 

Theory and Iacovou, Benbasat and Dexter [17] IT adoption model. 
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When assessing the existing literature, we were able to identify 41 articles that 

directly addressed the adoption of web-based information technologies at the firm 

level. A direct analysis allowed to perceive that since 2014 the topic has been directly 

approached a number of times (Figure 1). 

 

 

Fig. 1. Evolution of the number of publications that directly addressed the adoption of web-

based information technologies at the firm level. 

3.2. Digital Marketing Adoption Determinants 

The adoption of digital marketing by startups is of vital importance since this 

technology might represent a communication tool that can be used at a small cost and 

with lower risk. However, any decision is not without error, hence the need to 

understand the variables that may influence, directly or indirectly, the referred 

technology adoption. 

We analyzed 72 articles, on which we performed an initial filtering based on their 

keywords, title, methodological approach and contribution. Of this initial set, only a 

sub-set of 41 articles were considered relevant to our research.  

Through a detailed analysis of the referred articles, we were able to identify 45 

variables associated with the adoption of digital marketing by organizations. In Table 

1 it is possible to view the referred variables, in descending order of the number of 

occurrences in the literature [11, 18-57]. 

A brief description of the identified variables, with the biggest number of usages in 

the literature, is presented below: 

 Ease of Use/Complexity: The degree to which an innovation is perceived as 

easy to use and understand. New technologies that are simpler to 

understand are adopted faster than others which require more learning 

time. 

 Perceived Benefits: Degree to which a company can take advantage of using 

a certain technology. Measured by the gains or improvements derived 

from the use of the technology, such as the recruiting of new clients, or 

the improved feedback provided by the customer base.  
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 Cost: This factor is also often taken into account for the implementation of 

new technologies. Relevant factors are how much cheaper a technology is 

as well as how much more easily and quickly it is implemented. 

 Perceived Industry Pressure: This factor is connected to the enterprise's 

obligation to evolve to be able to maintain / increase its market power. 

This takes into account the entry of new operators, the threat of substitute 

products and services, the bargaining power of customers, as well as the 

power of suppliers of resources and the intensity of rivalry. 

 Expectable Performance: The degree to which an organization believes that 

the use of a given technology will help the organization to achieve 

performance gains. The performance at the level of the organization can 

be translated in terms of business efficiency, performance in sales, 

customer satisfaction and the development of a relationship with the 

client. 

 External Pressure: External pressures encompasses several factors present 

in the environment of the organization. These include competitors’ 

actions, market conditions and legal regulations. 

 Compatibility: The degree to which a given technology is compatible with 

the existing business processes, practices and systems, as some 

technologies may require significant change. 

 Government Pressure: The level of pressure imposed by government 

entities through regulations and mandatory procedures. 

 Readiness: The quantity and quality of existing (human, technical and 

financial) resources held by an organization that assure the capability to 

be ready to adopt a given technology. 

 Size: Refers to the dimension of the organization both in terms of the number 

of existing employees and its business volume. 

 Business Dependence on IT: Degree of readiness that a company has to 

assign the implementation of new technology to IT professionals and the 

measurement of the maintenance of the technology base. 

 Availability/Manager Attributes: Degree of ease that the person 

responsible for the project will have to accept the implementation of new 

technology. 

 Customer Power/Pressure: Degree of demand on the part of an important 

customer for the company to implement a certain technology. This type of 

pressure has a major role in encouraging companies to adopt a 

technology. An innovative customer could force the organization to use 

and adopt a new innovation. 

 Social Influences: Degree to which an organization believes that through 

someone influential it is important to use a certain technology. 

 Trustworthiness: Degree of trust that a company can expect for the 

implementation and use of the new technology in their business. 
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Table 2. Adoption determinants identified in the analysed literature. 
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 Relative Advantage: The degree to which an innovation can bring benefits 

to an organization. Firms must have a vision that defines the benefits that 

will be gained by the performance of a certain technology and affecting 

the performance, exponential growth, financial growth and competitive 

advantages of the company. 

 Technological Infrastructure and Support: Degree to which an 

organization believes that an organizational infrastructure and technology 

exists to give support to the system. 

 Top Management Support: A large literature on organizational innovation 

suggests that management support is considered one of the most important 

factors that influence the adoption of innovation. The successful adoption 

of innovation requires the support of top management to integrate 

innovation in business as well as in other processes.  

 Trialability: Degree to which an innovation can be experienced for a limited 

time. 

 Expectable Effort/Organizational Readiness: Degree of ease of learning 

and of implementation of the technology. 

 Innovativeness: Ability of a company to be open to new ideas and use of 

new solutions for its projects. 

 Strategic Complexity: Degree of difficulty that a company has to define a 

good strategic plan to take part in a certain technology. The literature on 

marketing stresses the importance of strategic guidance to help companies 

build dynamic capabilities in environments of permanent change. 

4. Results Analysis 

The study allowed for the collection of a set of determinants considered critical to the 

adoption of digital marketing at the firm level. We were also able to acknowledge that 

the majority of the considered literature is drawn from traditional information 

technology adoption models. 

During the present study, a set of 45 variables was identified as being associated to 

the adoption of digital marketing, of which we have selected 21, considering that 

these were the ones with the most representativity in the analysed literature. 

Based on the results achieved it is possible to perceive that digital marketing is a 

vital technology for the development, sustainability and increase in performance of  

organizations. However, its adoption by new and small firms, such as startups, might 

be a complex process considering the number of determinants that should be 

addressed in order for the adoption process to be successful. 

From the literature analysis undertaken it was also possible to perceive the 

existence of limited knowledge on the adoption of digital marketing at the firm level, 

the difficulties (highlighted by firms) in recruiting and training skilled professionals to 

enhance the results due to the adoption of digital marketing, and the existing decrease 

of the price associated with outsourcing digital marketing services that, when 

strategically used in aligned marketing strategies, tend to produce very positive 

results.  

A Theoretical Analysis of Digital Marketing Adoption by Startups 101



www.manaraa.com

5. Final Considerations 

5.1. Theoretical and Practical Implications 

The present research seeks to fill a knowledge gap concerning the characterization of 

the digital marketing adoption process at the firm level, with a particular focus on the 

adoption of the referred technology by startups. During our research we were able to 

identify several studies focused on the adoption of similar technologies, such as e-

commerce and cloud computing, that can be used as similar studies to the one we 

were performing herein and whose results can also be analysed and taken into 

consideration. 

With the above in mind, the present research aims to contribute, in a positive 

manner, to both the development of existing knowledge on the adoption of digital 

marketing by startups, and to a more effective adoption of the referred technology, 

digital marketing, by the same set of organizations, through the identification of the 

determinants with the most relevancy to the adoption process.  

5.2. Conclusions and Future Work 

The performed literature analysis allowed us to acknowledge that the adoption of 

digital marketing at the firm level is a very up-to-date topic and its application to new 

and small enterprises, such as startups, needs to be analysed in a more detailed 

manner considering the lack of literature focusing on this topic. 

As concerns future work, we will be performing a focus group interaction, 

comprising a group of ten experts, aimed at assessing their considerations on the 

variables identified as the ones with the most relevancy to the digital marketing 

adoption process at the firm level. To do this, the list of variables, identified in the 

present study, will be put up for discussion within the group of experts, hence aiming 

on filtering the sub-set of variables considered as the most relevant to the previously 

mentioned technology adoption process. 
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Abstract. Some information systems in a group of kind of organizations (for 

example government administrative organizations) have a critical role so they 

must achieve requirements in a rigorous way. However, it is not a common 

practice to use validation tasks, so these requirements usually do not correspond 

to the need. This study aims to analyze the financial impact on the adoption of 

practices related to validation in the phase of requirements management and 

analysis of software development. This study was carried out based on pre-test 

and post-test approach; in our case, we perform: first, an evaluation of a 

relevant and representative project; second, the organization introduces 

software validation tasks; and finally, an evaluation of a equivalence project 

with the improved process. We found that both project performed change 

during software life cycle. However, in the first one, the change was performed 

in the final stage, while the second project was made during the analysis stage. 

The requirements management and analysis process were improved and the 

results were observed during first stages and it is represents a 16% of saved. 

Keywords: validation, requirement management, software process 

improvement. 

1 Introduction 

The most used criteria to measure the project successful are: the fulfillment of the 

objectives of times, cost, functionality and quality [1] [2] [3]. In particular, in 

software development project, the software functional requirements management is 

critical and it is compound of a set of activities that help to the work team to identify, 

control [4] and follow the requirements and it changes at any time. The well defined 

software functional requirements help to work team to get right scope of the project 

that must be implemented in the software [5] and this will allow to avoid over-costs 

by wrong implementation based on requirements incomplete, not understand, 

incorrect or out of scope [6]. 

The Chaos Report [7] points out that around of 29% of the projects are considered 

successful and in this report also show that around 6 of 10 causes why software 

development project fail are attributable to related to software requirements. In the 

Peruvian software industry, we identify the same problems descripted in Chaos report 
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and, based in our knowledge of industry; we believe that our indicators are worse than 

Chaos report. 

The situation described before is usually common in different kind of organizations 

and different kind of software products. In particular, the software for information 

systems is critical in groups of kind of organizations as government administrative 

organizations, nonprofit, educational institution, etc. For these situations is very 

important that software for information system meet requirements and the 

requirements must keep correspondence with the organization needs, however it is not 

a common practice to use validation tasks, so these requirements usually do not 

correspond to the need. 

The organization under study was called Gob.Alpha by confidential agree. In this 

organization the main functional mistakes are the incorrect requirements because 

there are user misunderstanding, lack of precision about domain rules and lack of 

comprehension the relations and dependences with others software of information 

systems. In this context we propose two fundamental questions: (i) ¿how could the 

requirements management process be improved to ensure that the defined scope is full 

and correct? (ii) ¿what is the financial impact of this improvement on the 

organization? For this situation we improved software process based in the 

introduction of validation tasks and assess their impact. 

In this paper we present a study about financial impact of improving a process 

based on software validation practices. The paper is organized as follows: in Section 

2, present a background; in Section3, show unit of analysis; in Section 4, describe the 

research method; in Section 5, show the results of the systematic mapping; in Section 

6, present the results of the case; in Section 7, we discuss the findings and 

conclusions. 

2 Background 

In this section we present two important aspects of our study. One is related to 

software process improvement used and the other is related to works obtained by a 

systematic mapping. 

Gob.Alpha is a government institution and for this reason we must use the standard 

ISO/IEC 12207 [8], in particular, we used software validation process (SUP.5) whose 

practices and results can be seen in ISO/IEC 15504-5:2012 [9]. The purpose to 

consider SUP.5 was include validation tasks, products or tools to help that the 

functional scope in critical information systems projects became most complete and 

correct possible [4].  

The systematic mapping (SM) is a defined method to build classifications and 

conducting thematic analyzes in order to obtain a visual map of existing knowledge 

within a broad theme [10]. In this study, our research question was RQ.1. What 

software validation activities or techniques are used in the requirements management 

process? The SM was performed in two iterations. First one was performed without 

results about adoption experiences of practices validation in information systems in 

government entities. Second one was performed on the application of validation 

techniques in the stage of requirements. In the Appendix A show in details a SM 
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performed to answer the research question, using PICO method (Population, 

Intervention, Comparison, Outputs) [11] and a taxonomy defined by Koskinen [12] to 

perform the classification of validation works. In Table 1, it is displayed the results of 

SM performed classified according to [12]. As shown in the results, Pre-review is the 

most used validation technique in the management of requirements, so we include this 

validation technique as an improvement of the process in the case study carried out. 

Table 1. Results (Absolute y Relative) classified 

Class / Sub-class # Percentage 

Technical view (18) 100% 

Pre-review 6 33.3 

Requirements Inspection 1 5.6 

Inspection based on test cases 2 11.1 

Requirements Reading 5 27.8 

Prototyping 1 5.6 

Based on models 1 5.6 

Based on user point of view 1 5.6 

Based on tests 1 5.6 

3 Unit of Analysis 

The definition of unit of analysis corresponds, according to Piattini [13] quoting 

Benbasat, the single type and in this particular case to a small company as a unit of 

analysis. The following sections describe the organization in the pension sector, the 

business of this company and the description of the projects selected. 

 Business area of selected organization. The Gob.Alpha is an institution that 

belongs to the pension sector in Peru, which began operations in June 1993 [14]. 

Its administration is regulated by the standards rules by the Superintendence of 

Banking and Insurance (SBS), which must be strictly fulfil with. 

 A project development team was defined and it was formed by: (i) two functional 

analysts, (ii) two functional users, (iii) one technical analyst of Gob. Alpha, and 

(iv) two functional analyst’s provider. There was also a research team made up of 

the authors of this study. 

 Organization description. The purpose of pension sector organizations is to 

manage the pension fund of the members of their portfolios in order to provide 

them with a pension in accordance with the law [15]. SBS constantly issues new 

standards that allow regulate current standards, and create, modify, or remove 

existing standards. All this evolution of the legal framework, that makes the 

business logic that must handle the information systems on pension sector, is 

complex and often creates problems in the definition of scope in new software 

developments. It was therefore decided to use an institution in this sector for the 

present case study. 

 Description of the considered projects. The evaluation of the current process and 

the improved process, from the requirements management and analysis stage, in 

relation to the over-costs incurred by requests for changes, was made in high-
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impact software development projects, which were: (i) implementation of the 

new regulations on the creation of a required fund type 0 (zero risk) [16] and (ii) 

implementation of the new 95.5% refund rule for its members Age 65 [16], called 

projects Alpha1 and Alpha2 respectively. Both projects involve a very critical 

and sensitive operating module such as the module of pensioner benefits and 

pension procedures. In Glob. Alpha, a project is considered high impact when the 

number of man hours of development exceeds 200 hours. Besides, for this type of 

project, it always handles a reserve of 8% of the total project cost for change 

requests. 

4 Research Method 

To carry out this study we use partially two research models. We define some 

activities based on the pre-test and post-test approach for the technical part and we 

use case study structure and philosophy for perform and reporting our research. In 

Table 2, it is presented the phases of our research based on the recommendation of 

Runeson [17] and Piattini [13] used in the ProCal-ProSer Project. 

Table 2. Phase and activity in case study scheme adopted by ProCal-Proser. [18] 

Phase Responsibility 

P1 (P1-1) Objective of the study 

(P1-2) What is being studied 

(P1-3) Theory acquired 

(P1-4) Research Questions 

(P1-5) Collections Methods 

(P1-6) Selection of data 

P2 (P2-1) Definition of how harvesting is performed 

E1 (E1-1) Data collection 

E2 (E2-1) Data analysis 

(E2-2) Interpretation of data 

R1 (R1-1) Reporting 

 

In the first part of this study we remark that in order to reduce bias from projects 

characteristics, it was established to work with two similar projects (in pre-test and 

post-test approach). In the follow paragraphs we use two perspectives to show our 

activities: process level and product level; and the results are displayed in Section 5. 

Since process perspective, for the initial technical stage (pre-test) evaluation of a 

completed project selected was carried out, the number of re-work actions was 

identified and one assessment (1st assessment) of requirements management process 

was performed using ISO/IEC 15504 [9]. After reporting results of first assessment, 

some validation tasks are introduced in the requirements management process, see the 

original and final process diagram in Appendix B. Also, personnel were trained and a 

new project was coordinated to prove the effect of the changes made. For the final 

technical stage (pro-test) the second assessment was performed and identified projects 

characteristics need for comparing both projects. 
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Since product perspective, in the initial phase, we used a metric developed for this 

research to measure the percentage of functional mistakes detected, classified as 

incomplete or incorrect functional definition. This metric was performed in the 

product testing and certification stage. These errors were considered because they 

generate change requests within the initial scope of the project, thus affecting the 

budget because the mistake was detected in a final stage of the project.  

The financial impact was evaluated by the over-cost that is obtained in both 

projects. This over-cost was generated by the solution of defects found in the tests 

stage and the changes due to the ambiguity of the definition made. 

5 Results and analysis 

In this Section, we present the following: (i) the result of the diagnostic evaluation of 

the current requirements management and analysis process (ii) the results obtained 

from the evaluations to the projects indicated in the previous point, and (iii) the 

findings found. 

5.1   Diagnostic evaluation of the current process 

We perform the diagnostic evaluation of the current Process of Requirements 

Management and Analysis under the protocol defined in the ISO / IEC 15504-5: 2012 

for the SUP 5. Software Validation (see Table 3). 

From the diagnostic evaluation carried out and the results obtained in the 

systematic mapping performed the following validation activities were adopted within 

the requirements management and analysis process. 

 Validation of the functional scope using a checklist of critical points defined for 

each module based on the expert judgment of the functional analysts of both 

parties (customer and supplier). 

 Checklist feedback at the end of each project with the inclusion of some critical 

points that could be detected based on errors by incorrect or incomplete definition 

of the functional scope found in the QA testing process. This activity is added to 

the post-production support process. 

5.2   Metrics for evaluation 

The metric defined has as purpose to evaluate the defined functional scope in 

requirements analysis and management. This metric is calculated by percentage of 

functional mistakes detected in the stage of product test and certification, regarding 

the total of functional errors found (see Appendix C). This metric will allow us to 

observe the impact in time and cost that could have the system due to a poor 

definition of the scope. It is observable since these ends up in change requests. 
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5.3   Comparison of characteristics of the projects 

In Table 4 we compared the initial characteristics of the projects studied before the 

improvement (Alpha1) and the project studied after the improvement (Alpha2). 

Table 3. Diagnostic Evaluation in SUP 5. Software Validation 

Base Practice Assessment of the  practice based in the current process 

SUP5.BP1. Develop 

a validation strategy 

In the review of the RFP (request for proposal) delivered by the client 

there is no global validation strategy since only a functional 

validation is performed only at the level of the requested 

requirements and not in a global context of all the legal regulations 

that applied, That these requirements could give rise to gaps in other 

functionalities. 

SUP5.BP2. Develop 

validation criteria 

The validations that are made in the reviews of the RFP document 

and observations are made to expert judgment of the analyst in 

charge and there are no criteria or guidelines that allow a 

standardized validation that contemplates common points for that 

type of business whose norm is complex. 

SUP5.BP3. Carry out 

validation activities 

The validation activities are done but without a formal technique, 

only under expert judgment. 

SUP5.BP4. Identify 

and record problems 

The problems that can be detected in the reviews of the RFP 

documents are not registered in any file or database, they only feed 

the judgment of an expert, which could generate that in case of an 

eventual departure of the expert, and these problems can be given in 

Future projects. 

SUP5.BP5. Provide 

data resulting from 

the completion of the 

validation activities 

This point, if it is finally fulfilled in the solution document that is 

delivered to the client, contrasts that all the functional requirements 

requested in the RFP are included there. 

SUP5.BP6. Provide 

validation results 

available to the client 

and other interested 

parts. 

Due to the problems found are not registered in a repository, the 

client does not have access to them and only the functional analyst of 

the client that participates in the meetings increases his expert 

judgment, generating the same risk that occurs in point SUP5.BP4 

 Alpha 1 Alpha 2 

Stage  Total (S/.)  Total (S/.) 

Project management 80 15,840 40 7,920 

Requirements Manag. &Analysis 80 10,560 60 7,920 

Development 640 73,920 580 66,990 

Testing QA 360 17,820 260 12,870 

Post Production Support 60 5,940 50 4,950 

Total  990  100,650 
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5.4   Evaluation of Alpha1 project 

The results of the product testing and certification stage for this requirement are in 

Table 5. 

Table 5. Summary table of functional errors detected in the alpha 1 project 

Module Number of 

functional mistakes 

of the system 

Number of 

functional mistakes 

by functional scope 

Number of functional 

mistakes per 

construction 

Collection 5 0 5 

Pension procedures 35 12 23 

Pension payments 12 0 12 

Change of Fund 8 4 4 

Membership 3 0 3 

Transfers 2 0 2 

Total 65 16 49 

 

From Table 5 the % of functional errors can be determined by incorrect or 

incomplete definition of the functional scope. PorcErrorAlcance = (NEFA) / NEF 

where NEFA = 16 and NEF = 65, then PorcErrorAlcance is 24.62%, errors that do not 

apply are not considered. 

The percentage of mistakes by incorrect or incomplete definition of the functional 

scope is high, and as can be seen, was basically presented in 2 modules: (i) Pension 

Procedures and (ii) Change of Fund. 

5.5   Evaluation of Alpha2 project 

As part of the improvement included in the process, a checklist of critical points was 

developed and used in the process of validation (pre-revision) of the scope. The 

checklist is shown in Table 6. 

Table 6. Functional validation checklist 

ID Point to validate Module ¿Is it within 

range? 

¿Does it need to 

consult the SBS? 

1 Stock Cases (applications 

in progress) 

Pension procedures Yes No 

2 Operational Codes Return to affiliate No Yes 

3 Withholding of 4% for the 

payment of pension. 

Pension payments Yes Yes 

4 Special flows of pension 

procedures (Special 

schemes) 

Pension procedures No Yes 

5 Interface with accounting 

and cash satellites 

Return to affiliate Yes No 

6 File upload Contingency Return to affiliate Yes No 
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As a result of the revision of this checklist, certain actions were taken in the 

functional scope precisions document (see Table 7). 

Table 7. Validation results with the checklist 

ID Point to validate Module Action made in the document of scope 

precisions. 

1 Stock Cases 

(applications in progress) 

Pension 

procedures 

No accuracy was realized because it is 

already in range. 

2 Operational Codes Return to affiliate It was defined not to include the new 

operational codes for these movements 

because the SBS would define them 

after the norm goes into effect. The 

code 9C87 will be temporarily handled 

3 Withholding of 4% for 

the payment of pension. 

 

Pension 

payments 

It is specified that the remaining 4% of 

the 95.5% returned will not be 

considered for the pension payment 

and must be "frozen" in the same 

account. 

4 Special flows of pension 

procedures (Special 

schemes) 

Pension 

procedures 

Consultation with the SBS is made and 

specifies that for the moment only the 

formalities REJA (Retirement by 

Unemployment) 

5 Interface with accounting 

and cash satellites 

Return affiliate No accuracy was realized because it is 

already in range. 

6 File Upload Contingency Return affiliate No accuracy was realized because it is 

already in range. 

 

The results of the product testing and certification stage for this requirement are in 

Table 8. 

Table 8. Summary table of functional errors detected in the alpha 2 project 

Module Number of 

functional mistakes 

of the system 

Number of 

functional mistakes 

by functional scope 

Number of functional 

mistakes per 

construction 

Pension procedures 8 0 8 

Pension payments 4 0 4 

Return to affiliate 10 2 8 

Total 22 2 20 

 

With these precisions, the solution document was elaborated and the functionalities 

requested in the RFP were implemented and limited in the document of functional 

scope precisions. From Table 8 and using de metric defined before PorcErrorAlcance 

= 9.09 % (NEFA = 6 and NEF = 22). The percentage of errors by incorrect or 

incomplete definition of the functional scope is low, and as you can see, it was 

basically presented in a module: Return to the member. 
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5.5   Analysis of obtained results. 

In a comparative way we can say that in the Alpha 1 project was requested two 

changes and its impacts are shown in Tables 9; and in the Alpha 2 project was 

requested only one change and its impact is shown in Table 10. The total over-cost in 

Alpha 1 project for these changes were 20,955 which represents 16.9% of the initial 

budget. The total over-cost in Alpha 2 project for these changes were 10,164 which 

represents 10.1% of the initial budget. In the study carried out, it was not considered 

that the users involved in the project could be more predisposed due to the 

improvement. This could be a threat in the validity of the obtained result, generating 

that it is smaller than the one obtained in this study. 

Table 9. Data and costs of change request 1 & 2 (CR1 & CR2) of the alpha1 Project 

Stage CR 1 CR 2 Total CR 

  Total (S/.)  Total (S/.) (S/.) 

Project management 10 1,980 10 1,980 3,960 

Requirements Manag. 

&Analysis 

20 2,640 10 1,320 3,960 

Development 60 6,930 25 2,887.5 9,817.5 

Testing QA 15 742.5 10 495 1,237.5 

Post Production Support 10 990 10 990 1,980 

Total 115 13,282.5 65 7,672.5 20,955 

Table 10. Data and costs of change request (CR) of the alpha2 Project 

Stage Total 

 

Total 

amount S/. 

Project management 10 1,980 

Requirements Management 

and Analysis 

15 1,980 

Development 40 4,620 

Testing QA 12 594 

Post Production Support 10 990 

Total 87 10,164 

6 Discussion, Conclusions and Future Work 

In concordance with to the theory of the software process improvement, the 

introduction of validation task in software requirements was successful and the 

organization saved money. Some related ideas are: 

The defining functional scope is very critical issue in any kind of project and, in 

according with this experience, introduces validation tasks or techniques are 

beneficial or positive for the software team, users and other stakeholders. 

Before this experience the common idea was that validation tasks or techniques 

because were complex and applicable in critical system (not information systems) and 

now developers accept introduce another validation tasks or techniques. 
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In this experience, the adoption of validation tasks became a very simple project of 

software process improvement and the software team accepted these changes. All 

stakeholders made grateful comments about this effort. 

A problem found in the literature review was that in the last 10 years there are a lot 

of studies or research of validation in critical systems (for example medical or 

military context) but nothing in information system for administrative organization. 

Calculate financial impact of this effort was very important for all members that 

believed in validation tasks. Also, using numbers was easier showing the benefits to 

the other members and the main managers.  

The client also supported this kind of improvement because his users waste less 

time in the process of adoption the components or systems. 

The user perception, by showing functional validation tools, is more comfortable 

because they feel that the software developer area, which is a support area, helps them 

to avoid mistakes instead of blaming them for it. 

In custom systems, there is little that the customer can do in the event that the 

supplier fails to meet the time and cost commitments and may incur higher costs in 

post-production activities for unplanned delays or rework [19]. By means of this study 

we can provide that applying validation techniques in the stage of requirements 

management in customized systems helps to reduce this risk, since the change 

requests and the cost of the same will be minimized. 

The investment cost of adopting these validation tasks in the requirements 

management and analysis stage was much lower than the over-cost that could be 

generated by not using it. This situation allowed this improvement to be included in 

the process without causing projects get out of their budgeted costs. 

After this effort, many stakeholders asked question about next steps. This is a 

better condition to start other project to generalization this validation tasks. Also, 

researchers consider relevant extend this study in other projects to collect more data; 

introduce another validation tasks to increase the product reliability in the first stage 

of the software development project using a research protocol. 
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Abstract. The goal of a software product line is to create a suitable platform for 

fast and easy production of software for same market segment. However, a 

software product line is limited because it needs to meet new stakeholder re-

quirements either through upgrades or the introduction of new technologies. A 

Multi Product Line aims at deriving new software products from reuse of a set 

of features provided by several heterogeneous software product lines without 

modifying or altering the independent operation of the same. This paper pre-

sents a study about the application of Multi Product Lines in the software de-

velopment process. It shows some domains that illustrate applications of multi 

product lines principle in the process and the product.  Also, the main current 

challenges in applying multi product line in software engineering are described. 

This paper aims to show the importance and usefulness of applying multi prod-

uct lines approaches in Software Engineering.  

Keywords: Software Engineering, Software Product Lines, Multi Product 

Lines. 

1 Introduction 

Product lines are successfully used in both software and non-software domains 

such as automotive, metallurgy and manufacturing to support systematic reuse. A 

classic example is automobile manufacturing consisting of creating variations of a 

single car model with a set of parts and a factory specifically designed to configure 

and assemble such parts. Software Product Lines (SPL) are analogous to industrial 

manufacturing, in which similar products are configured and assembled from reusable 

prefabricated parts for fast and easy software development focused on a specific mar-

ket.  

The Software Engineering Institute (SEI) defines a Software Product Line as a "set 

of software-intensive systems that share a common, managed set of features satisfying 

the specific needs of a particular market segment or mission and that are developed 
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from a common set of core assets in a prescribed way" [1].  Software Product Lines is 

a means to improve the processes of software development by reducing the cost and 

substantially improving the productivity and the quality of the products developed.  

For the development of a Software Product Line, a key element is the analysis, speci-

fication and management of common and variable elements within the set of products 

produced by the SPL.  

Frequently, Software Product Lines need to meet the changing requirements of the 

market either by functionality, focus or technology and consequently, it is necessary 

to add and configure new products in the SPL. However, experts in the development 

of SPL recognize that they are limited and that in most cases, it is impossible to ex-

tend or adapt the platform. An alternative solution is a Multiple Software Product 

Line which derives new software products from the reuse of a set of features provided 

by different heterogeneous software product lines without modifying or altering the 

independent operation of the same. The purpose of this study is to examine Multi 

Product Lines applications in software engineering. 

This document is organized as follows. Section 2 presents the research methodolo-

gy. In section , basic concepts on Multi Product Lines are explained.  Application of 

Multi Product Lines on different domains is shown in section 

multi product lines in the field of software engineering are presented in section 

  Challenges faced by 

Section 6 presents the discussion.  Finally, conclusions are presented in section 7. 

2 Research methodology 

The methodology is composed of three stages. The first stage was the research of 

works related to Multiple Software Product Lines in several databases of scientific 

journals. The second concerned the classification of these works in the different fields 

of knowledge. Finally, the third stage of the methodology involved the report of de-

tailed literature review that identifies challenges addressed and technologies, tools and 

programming languages used in the implementation of the proof of concept applica-

tions in some of the reported works. For this review, we first searched in the major 

databases of electronic journals for a comprehensive bibliography of relevant research 

of MPL. The digital libraries considered were: (1) ACM Digital Library, (2) CiteSe-

erX, IEEE Xplore Digital Library, IGI Global, ScienceDirect (Elsevier), Semantic 

Scholar and SpringerLink.  

3 Application of Multi Product Lines on different 

domains 

Nowadays, there are many examples that illustrate the original idea of using MPLs, 

among which stand out mainly in the metallurgy, steel industry and mechatronics 

systems. 
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3.1 Metallurgy 

In Metallurgy, alloys are a good example to achieve special desired properties by 

combining different metals.  For copper to be versatile, its characteristics are modified 

through mixing with other metals depending on the desired end use. From this mix-

ture, it is possible to obtain more than 400 alloys, such as bronze, brass, alumni 

bronze. Another alloy identified is derived from nickel and steel and is known as In-

var or FeNi36. Invar is used in the manufacture of precision parts such as watch-

making, apparatus of physics, the valves of engines, among others and in instruments 

for measuring length such as those used in topography due to its small coefficient of 

expansion. This notion of combining, integrating or composing different approaches 

motivates the approach called Invar (Integrated View on Variability) [2, 3] for the 

development of software using multiple product lines. Invar facilitate the exchange of 

heterogeneous models of variability during the configuration of the product regardless 

of the techniques, notations and tools used in the organization. 

3.2 Steel Industry 

Another example of implementation of MPLs occurs in the Steel industry, specifi-

cally in the mini-mills that make up the product portfolio of SIEMENS VAI [4–7]. 

Unlike the integrated steel mill, the mini-mill is a facility that produces steel products 

using scrap steel as an iron source. A mini-mill is integrated by several product lines 

such as the electric furnace, the caster, the rolling mill, and the maintenance and setup 

system (MSS), a software tool used by customers for customizing the mini-mill soft-

ware solution during operation. Although the mini-mill is subject to the same re-

quirements that the integrated steel mill differs in that the plant is flexible with ability 

to be upgraded technically, diversity in the styles of management, labor relations and 

markets for the product. A mini-mill and the different subsystems can be customized 

in terms of the amount of iron, furnace type, number of filaments, type of lamination 

train or lamination capability. 

3.3 Mechatronics systems 

Mechatronics combines various disciplines as mechanical engineering, electronics, 

automatic control and software for the design of products and processes. Mechatron-

ics systems have several applications: robotics, aeronautics, automotive industry, 

medical industry, home automation, among others.  In the field of mechatronics, 

products are described by multiple models belonging to different engineering domains 

such as mechanical, electrical, and electromechanical. In medical domain, multiple 

product line development is identified for Philips Medical imaging systems through 

hierarchical product lines [8]. Typically, several product lines are available because 

products are developed in different parts of the world, and within different product 

groups such as magnetic resonance, X-ray, and ultrasound tomography. To handle the 

complexity in product lines for mechatronic systems, in [9] is proposed a MPL ap-
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proach to distinguish between software and hardware by using different feature mod-

els for each. 

Table 1 shows the analysis of four different domains of MPL application reported 

in the literature. This table highlights the main similarities and differences in the MPL 

applied to the industry for the manufacture of physical products and software prod-

ucts. It is important to note that in an MPL applied to the manufacturing industry, 

production capacity is considered because it defines the competitive limits of the 

company since the quantity of products or services that can be obtained by a period of 

time depends on demand and company infrastructure. While the capacity of an MPL 

in the context of software is unlimited because it can generate n software products. 

Both industrial or software MPLs agree that it is possible to involve different suppli-

ers, obtain different versions of products (variability) and reuse processes and tools. 

Another aspect to highlight in MPL in the context of software is that similar to Soft-

ware Product Lines not only takes care of generating software product but also gener-

ates requirements, code, architecture, tests, documentation. 

 

Table 1. Analysis of application domains 

  

 

MPL is a multi-domain approach that arises to develop large and complex systems 

through several independent product lines which are developed by several organiza-

tions with different approaches and technologies for different geographic areas and in 

any context.  This approach is investigated for the development of Systems of Sys-

tems (SoS) [5, 10] and Software Ecosystem (SECO) [11, 12] that result from the inte-

Element Domains 

Domain Metallurgy Steel Industry 
Mechatronics 

systems 
Software Engineering 

Assets Metals Scrap steel 
Hardware  

Software 

  

Reuse 

Process, 

machines and 

tools 

Process, machines 

and tools 

Process, machines 

and tools 

Process and software 

tools 

Providers Several Several Several Several 

Variability Yes Yes Yes Yes 

Production 

Capacity 

Limited by 

infrastructure 

Limited by  

infrastructure 

Limited by 

 infrastructure 

Unlimited but depends 

on product configuration 

Line  

Balancing 
Yes Yes Yes Yes 

Application Alloys Mini-mill 

Philips Medical 

Imaging Systems, 

Aselsan REHIS 

SECO, SOS, ERP,  

Software Supply Chain,  
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Software artifact

equirements, feature 

model, architecture, 

libraries, test. 

 and such 

as r
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gration of several operationally independent systems. The feasibility of the approach 

and its implementation could be useful for implementation of ERP systems [2] or 

software supply chains[13]. 

4 Multiple Software Product Lines 

Software artifact reuse from different software product lines, referred to as multi 

product lines [14, 15] is addressed by several authors [16–18]. The reuse and compo-

sition of multiple software product lines is also known as Nested Software Product 

Lines [19, 20], Hierarchical Product Lines or Composite Product Lines.  

A Multiple Software Product Line (MSPL)  also called Multi Product Line (MPL) 

is a software product line that results from combining components or products devel-

oped from several independent and heterogeneous software products lines [15]. It 

means that software product lines are provided by different organizations and use 

diverse approaches and technologies. 

According to Holl [14], an MPL is ”a set of several self-contained but still interde-

pendent product lines that together represent a largescale or ultra-large scale system”. 

 Multi Product Line configurator is an assembly entity that is responsible for con-

trolling and reusing the artifacts of software product lines according to the needs of 

stakeholders (see Fig1). Given the need to combine, integrate or compose different 

software product lines, the inclusion of different approaches to model variability, 

annotations and tools is detected. 

 

Fig. 1. Multi Product Lines 
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The decision of using a traditional approach or mass production through SPL or MPL 

for software development depends on requirements such as: reusing components, 

implementing non-functional requirements, launching or modifying a product to focus 

on a different market segment, acquisition of a competitive advantage, incorporation 

of new technologies (hardware, software), resource sharing, among others [21].  

5 Challenges 

Some of the general challenges faced by multi product lines in the field of software 

engineering are presented below. 

5.1 Software Product Lines Reuse 

Reuse in Multi Product Lines refers to the process of deploying or upgrading software 

systems using existing software assets across multiple software product lines. This 

results in a composition of SPLs that facilitates to reuse SPLs within other SPLs. 

Consequently, techniques, methods or approaches are required to facilitate and max-

imize the reuse of artifacts from software product lines to generate valid product fami-

lies in a Multi Product Line [22–24].  Likewise, the fusion and reuse of feature mod-

els provided by different companies or suppliers are required. The degree of reuse 

depends on the scope of the available SPLs, so for the development of an MPL not 

only reuse the implementation but it is possible to reuse processes, tools, require-

ments, tests, technologies. 

5.2 Interoperability between software product lines 

Interoperability refers to the ability of two or more systems or components to ex-

change information and use the information exchanged. In an MPL, the interoperabil-

ity and the integration of software product lines and their products must be facilitated 

[24, 25]. An adequate interoperability is useful to promote cooperation between inde-

pendent systems in order to integrate them as a System of Systems  [5, 10] or Soft-

ware Ecosystem [11, 12]  and provide more complex functions.  

5.3 MPL Reference Architecture 

Reference Architecture is a type of software architecture that captures knowledge and 

experience about how to structure architectures of software systems in a domain. Its 

purpose is therefore to be a guidance for the development, standardization, and evolu-

tion of systems of a single domain or neighbor domains for example Autosar (AU-

Tomotive Open System Architecture Open Systems) for the Automotive sector.  One 

or more reference architectures could be used as a basis of MPL. In an MPL, is neces-

sary to define a reference architecture or consistent MPL architecture [26] that repre-
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sents the common and variable artifacts of the software product lines available for 

incremental product development. 

5.4 Automating product derivation in MPL Engineering 

Product derivation in an MPL refers to complete process of building a product 

through the software assets of many software product lines. Automating the deriva-

tion of the product means automating this building process. The subprocesses of 

product derivation are product configuration and product generation.  

 

Product configuration in an MPL is a process of collaboration between different peo-

ple and teams with different knowledge regarding the domain, notations and pro-

gramming languages used in the development of software product lines. Problems 

arise at the moment of making the decisions to assign the interested parties in the right 

order and at the right time based on the knowledge of the domain of the people.  

Generating products in an MPL relies on a configurator to make decisions, taking as 

input the configuration to build the final product (or parts of it, such as executables, 

documentation, tests, and so on). 

5.5 User Guide on Product Derivation 

During the derivation of products in an MPL, it is necessary to ensure that the multi-

ple users involved in the configuration and generation of products are aware of the 

chosen decisions [4]. For this reason, users need to be aware of the variability and 

dependencies between software product lines. 

5.6 MPL tools 

Supporting tools offer the developers a complete environment for development and 

maintenance of software product line, aiming at facilitating its adoption. Although 

there is a huge variety of tools for software product lines development, it is not possi-

ble to ensure that all needs of SPL engineers are being fulfilled. It is necessary to 

better investigate the scope, the availability and the utility of these tools for MPLs 

development. For this reason, SPL engineers need to adapt and extend of software 

product line tools for feature modeling, SPL composition, variability management, 

configuration and derivation of products in an MPL. In addition, tools are required to 

facilitate automated analysis of dependent features models.  

Another aspect that stakeholders need to consider for MPL implementation is the use 

of different approaches in individual software product lines such as Feature-oriented 

Programming (FOP), Aspect-Oriented Programming (AOP) and Delta-oriented Pro-

gramming (DOP). 
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6 Discussion 

Multi Product Lines are successfully used in domains such as metallurgy, steel in-

dustry, mechatronics systems and software (Section 

firmed that Multi Product Lines approach is a feasible option for software mass cus-

tomization. This is because the principles used in other areas mainly in the metallur-

gical industry, steel industry, mechatronic systems are completely applicable to soft-

ware development in order to optimize the individual systems development by taking 

advantage of their common features and managing their differences. 

In the software industry, MPLs emerge as a flexible and viable development para-

digm that enables companies to enhance their products from reusing and mass cus-

tomization to a rapid market introduction, reducing costs and maximizing quality of 

products. 

Currently, several approaches and proposals that support the development of soft-

ware using MPLs are reported. However, as mentioned in Section 

ware context present certain limitations and challenges that need to be addressed. 

Also, several areas of opportunity were identified in this field of research since the 

use of MPL depends mainly on the capabilities of the development team, market and 

technologies. 

5, MPLs in soft-

7 Conclusion 

This study addresses the main aspects necessary to understand the importance of 

multi product lines and its application in the field of software engineering. Multi 

product line is an area with a great potential of applications in the field of software 

engineering, particularly in the study of software development processes. In addition, 

the different challenges and problems faced by multi product lines are identified. 

 

The current study on Multi Product Lines allowed to detect that despite the experi-

ence that has in the industry, the Software Engineering requires to meet certain chal-

lenges that arise when increasing the complexity of the systems, by addition of new 

products, make updates by technology or change of requirements, all this in order to 

meet the needs or expectations of the market. Also, several areas of opportunity are 

detected. This work serves as a basis for future research on Multi Product Lines. 

 

For the future work, we aim at contributing to mature the area of Multi Product 

Lines and propose means to better explore the software product development using 

this approach. 
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Abstract. Software Product Line (SPL) is a set of applications with a common 

architecture and shared components, with each application specialized to reflect 

different requirements. SPLs manage a large number of artifacts, for each of 

them it is necessary to define commonality and variability. Consequently, the 

applications generation from SPL becomes complicated and it often must be 

done manually. This paper shows the development of a SPL with an automated 

software generation process, in which commonality and variability have been 

defined for each artifact (i.e., product management, requirements, design, 

realization and test). Some technologies used were: XML files, Scala, AspectJ, 

Apache Maven and Junit. To automate the applications generation process, we 

have developed a configurator that enables features selection for each 

application and generate it in an automated way from SPL. The software 

generated includes: executable and documentation. Further, we propose a 

model-driven architecture for support the evolution in the SPL.  

Keywords: variability, MDA, inmotic, traits, aspects, mixins 

1   Introduction 

   Nowadays, there is a demand for enhancing the quality of software, reducing costs 

and accelerating their development processes [1]. SPLs are focused on these aspects 

(i.e., quality, cost and time).  

 

   A  SPL is a set of applications with a common architecture and shared components, 

with each application specialized to reflect different requirements [1]. SPL 

development requires generating a large number of artifacts, such as: product 

management, requirements, design and test [2]. For each artifact generated, variability 

and commonality must be defined and managed. Variability defines the flexibility of a 

SPL to generate products with different features and commonality defines artifacts 
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that will be reused in each application from SPL. Due to the number of artifacts, the 

generation process becomes in a complicated task for developers, which many times 

must be done manually. The drawback of doing it manually is that it increases the 

time of software generation and there is a risk of making mistakes in the 

configuration. 

 

   In this paper, we show the development of a SPL based on features selection with 

an automated software generation process. The development of this SPL was carried 

out through the classic methodology for Software Product Line Engineering, in which 

2 processes are distinguished: Domain engineering process.– This process is 

responsible for establishing the reusable platform and thus for defining the 

commonality and the variability of the product line. Application engineering process.-

This process is responsible for deriving productline applications from the platform 

established in domain engineering [2]. Commonality and variability were defined 

with different technologies, such as: XML files, Scala, AspectJ, Apache Maven and 

Junit. To automate software generation process, we developed a configurator, which 

is in charge of reusing common artifacts and exploiting variability defined in the SPL, 

in order to generate complete applications (i.e., documentation and/or executable 

application). The process is executed in an automated manner, based only on feature 

selection. Further, we propose a model-driven architecture for support the evolution in 

the SPL. To verify our approach, we choose inmotic domain as case study. 

 

  Document is organized as follows: Section 2 presents related works. Section 3 

explains the automated software generation process with a simple example. Section 4 

presents a case study. Section 5 shows a proposal to support evolution in SPLs. 

Section 6 summarize conclusions and future work.  

2   Related works 

    In [3], 

Development (MDSD) and Aspect-Oriented Software Development (AOSD). 

solution domain. Aspect-oriented language is useful to generate code where an 

architecture doesn´t provide links. 

 

In [4], an Aspect Oriented Analysis (AOA) on product requirements was presented 

to design Product Line Architectures (PLA). AOA scheme consists of: (1) 

requirements are separated in each aspect of original requirements, (2) requirements 

of each aspect are analyzed and the architecture is examined for each of them, (3) 

results and design options are analyzed. 

 

In [5], an MDE (Model-Driven Engineering) and Aspect-Oriented Software 

Development approach was presented to facilitate implementation, management and 

traceability of variability. Features are separated into models, which are composed by 

AO techniques at model level. By integrating MDSD into SPLE (Software Product 
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Line Engineering), DSL (Domain Specific Language) manages the variability with 

respect to its structure or behavior. 

 

In [6], a new approach was presented to implement SPL by fine-grained reuse 

mechanisms. Featherweight Record-Trait (FRTJ) was introduced and product 

functionality units are modeled with traits and records. Reuse degree of traits and 

records is higher than the potential to reuse hierarchies based on standard static 

classes. 

 

In [7], an approach to facilitate variability management was proposed to model 

architectures of SPLs. Domain requirements and architecture are captured into 

models. For application engineering, DSL was used to specify requirements of 

particular applications. AO techniques were used during the domain engineering to 

modulate concerns in models, transformers, and generators. 

 

In [8], delta-oriented programming (DOP) was proposed. DOP is a programming 

language designed to implement SPLs. A delta module can add classes for products 

implementation or remove classes from them. A SPL implemented with DOP is 

divided into a core module and delta modules. The core module comprises a set of 

classes to implement a complete product with valid feature configuration. It enables a 

flexible modular implementation for product variability, starting from different core 

products. 

 

In [9], an automated assembly for domain components of a PLA was presented at 

was used. Benefits obtained with MDE are: (1) improving development of PLA with 

integration of modeling tools and specific domain components, (2) model-based 

structures help keep stability of domain evolution in MDE-based systems, (3) 

improving robustness and ability of models transformation, further debug support to 

correct errors in transformation specifications. 

 

 Related works show different approaches to manage variability and commonality 

at different levels of abstraction. There are some approaches that enable managing 

variability at code level, such as: aspects, traits and DOP [1] [3] [4] [5] [6]. We have 

also researched approaches to manage variability at high level abstraction: for 

example: MDA and AOA approaches [2] [7]. In conclusion, approaches based on 

aspects enable code manipulation at compile time and traits have a higher degree of 

reuse than classic class inheritance. MDA approaches support the evolution on PLA. 

 

 

3  Automated software generation process 

 

  The automated application generation process is described step by step in Figure 1 

through a simple example. Step (1), the administrator of the SPL makes features 

selection from features model, which is shown with a graphic interface in the 

configurator. The features model was defined through Common Variability Language 

(CVL) [10]. This example contains a features model with 3 features (A, B and C). 
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  The Variability Specification Tree Resolution (VSpectree Resolution) is generated in 

step (2), applying CVL rules [10] defined in the configurator. The example of Figure 

1 shows a VSpectree Resolution with two features (A and C), which is a valid 

selection for the features model.  

 

  VSpectree Resolution is verified in step (3) with the configuration file based on 

XML. This file contains features defined in the SPL, features definition for each 

application, and location of each artifact. The example of Figure 1 shows a VSpectree 

Resolution is equal to “Product 1”, defined in the configuration file.  

 

 
Figure 1. Automated application generation processes 

 

 

   Requirements artifacts (i.e., requirements on XML files) are reused in steps (4), (5) 

and (6). Common requirements for all applications are reused directly, and specific 

requirements are added depending on the application that will be generated. 

Requirements artifacts are result of domain engineering process [2], which it defines 

communality and variability. Figure 1 shows the configurator working like a 

traceability link mechanism, linking features between “Product 1” from configuration 

file until requirements artifacts. The configurator generates application requirements 

in the step (6), reusing requirements with the value “Base” for the attribute condition 

   . 

This process is observed in Figure 2.  

 

 
Figure 2. Requirements generation for “Product 1”  

 

 

  Like steps (4) and (5), steps (7) and (8) work with design artifacts developed on 

XML files, such as: components and class diagrams. Communality and variability 

were defined using a tool called PlantUML [11]. The artifact generated by domain 
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engineering is the reference architecture. This artifact is reused for all applications of 

the SPL in order to generate complete architectures for applications that will be 

generated. To generate a complete architecture in step (9), application engineering 

process is carried out as observed in Figure 3. The process is the following:   

Configurator chooses components, interfaces and relations with value “Base” in order 

to generate reference architecture. Subsequently, the configurator chooses and 

assembles components, interfaces and relations, verifying that the value in condition 

is equal to features name from “Product 1” from Figure 1.            

 

 
Figure 3 Example of architecture generation  

 

 

   Steps (10), (11) and (12) of Figure 1 are carried out in order to generate executable 

applications. In step (10), the configurator is responsible for verifying whether each 

trait is available, comparing traits and features defined for “Product 1” in file 

configuration. If there is no problem then the process continues. The application 

generation works in a systematized way from step 12. This process is shown more 

broadly in Figure 4. Before starting compilation, the configurator identifies the 

product that will be generated at time compile to weave aspects and traits through 

Maven [12], using command “mvn install”. “AddFeatures” aspect is responsible for 

assembling features “A” and “C” in the reference architecture during compilation. 

Components assembly is performed by application engineering process.   Finally, 

whether there are no faults in the testing phase, then executable application (.jar) is 

generated.   

 
 

Figure 4 Applications generation process  

 

   Steps (13), (14) and (15) are carried out in order to apply software tests for the 

application configured in step (12). We have developed test suites with JUnit 

framework to distinguish domain and application tests. Before executable application 
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(.jar) is generated, tests are executed by the configurator with “mvn –Dtest” 

command, as observed in Figure 4. Whether there are no faults in the testing phase, 

then executable application (.jar) is generated with its test report, using “mvn surefire-

report” command. Whether there are faults, the test report is also generated but the 

application generation process (.jar) is aborted until it is corrected. The following is 

an example of Test Suite for “Product 1” from Figure 1, in which will only execute 

tests for Product 1, specifically test for A and C features.  

 
@RunWith (classOf [Categories])  
@IncludeCategory (classOf[Product1]) 

 
@SuiteClasses(Array(classOf[TestA],classOf[TestC))  

class SuiteProducto7Test {} 

 

      

4 Case study 

 
  The case study chosen for this SPL was the inmotic domain. Inmotic is the 

incorporation of numerous subsystems in installations of tertiary or industrial use, in 

order to optimize resources, reduce costs and unnecessary energy consumption. The 

reason for dealing with this domain was to get a domain in which the variability is 

necessary. Examples of variability about inmotic domain, such as: sensors (e.g., 

flame, light or temperature), actuators (e.g., relays, valves or motors) and user 

interfaces (e.g., TV interface, a web-based interface or mobile interface). 

 

   Figure 5 shows features model defined with CVL [10] for the SPL.  Lights feature 

and device feature define a large part of commonality in the SPL. They are defined 

with continuous line (i.e., mandatory features), therefore, applications generated will 

always have LIGHTS feature and DEVICE feature (i.e., a microcontroller). 

Variability is defined at different levels VSpectree. The most notorious variability is 

defined  in device feature . There are applications that work with ARDUINO and 

others with RASPBERRY, but they don’t work in the same application. 

 

. 

 
 

Figure 5 Features model defined with CVL (VSpectree) 

 

   The SPL is able to generate 8 applications for inmotic domain, which include 

executable applications, requirements, design and test report. Different artifacts are 
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generated for each application, however, some components are shared between them. 

Two valid aplications  are shown in Table 1, in which there are notable differences. 

For example: application 1 doesn´t has any automation features, such as: Turn on 

Lights automatically by presence sensor or turn on lights automatically by schedule. 

Aplication 2 have features for light automation and other sensors, such as: flame, 

humidity or gas.     

Table 1.  Valid applications obtained from VSpetree of Figure 5 

Application 1 Application 2 

Lights Lights 

Turn on lights semi-automatically Turn on lights semi-automatically 

Lights control by pc Lights control by pc 

Lights control by switch Lights control by switch 

Arduino Turn on lights automatically 

Air conditioner Turn on lights automatically by 

schedule  

Turn on air conditioner 

semiautomatically 

Turn on lights automatically by 

precense sensor 

Air conditioner control by pc Raspberry 

Air conditioner control by switch Presence sensor 

Presence sensor Humidity sensor 

CO2 sensor Gas sensor 

Temperatura sensor Flame sensor 

Infrared sensor  

 

The reference architecture of this SPL is shown in Figure 6. Reference architecture is 

an incomplete architecture that will be reused and completed to generate each 

application of this SPL, as is explained in Section 3. Architectural style of the 

Reference architecture is the classic client-server.Therefore, after every automated 

application generation process, SPL in conjunction with the configurator will deliver 

two executables (i.e., client.jar and server.jar).  

 

 
Figure 6. Reference architecture of the SPL 
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Design artifacts and realization artifacts for the applications described in Table 1 are 

shown to observer  the reuse of  the same components  and differences between them 

traits called “Light”, “allData”, “Presence”,”Temperature”, “Flame”, “Gas”and 

“Humidity” creating  mixin composition . Subsequently, the aspect called “Access” 

inherits the trait “Features” configured to add it in the reference architecture to 

generate the application architecture of the application 2.This process is generated at 

binary level by the configurator, which is explained in Section 3.    

 

 

 
 

Figure 7. Combination of aspects and traits to configure Application 2 

 

 

Coming up next is a fragment of the configuration for some features in Application 1. 

In this code is shown the reuses of “Presence”, “Light” and “Temperature” traits. The 

“AirConditioner”, and “Infrared” assembly is equally performed for the 8 

applications from SPL. The “AccessAspect” aspect inherits “Features”  trait  and with 

a cutting weaves the full functionality where the Pointcut  has indicated. 

 
trait Features extends Light  

with AirConditioner 

with Presence 

with Temperatura 

With Infrared 

with CO2 

with Arduino{} 

 

@Aspect 

class AccessAspect extends Features {} 

@Pointcut("call()) && args() 

def configure() = {} 

@Around()def configureOpt() = {} 

 

 

134 J.-M. Hernández-López et al.

caused by variability. Figure 7 iagram  class,  in   which 
 Trait called ” Features” inherits functionality from configurated observed in Table 1., as  

 shows  a  d application  2  is 



www.manaraa.com

 

 

 

5   MDA to Support Evolution in SPLs 
 

 

   Our proposal to address problems in terms of evolution was represented through 

two models of MDA approach: Platform-Independent Model (PIM) and Platform-

Specific Model (PSM). PIM will represent all elements of the SPL at high level 

abstraction, without indicating technologies. PIM can be observed in Figure 9. 

Coming up next PIM elements are described: 

 

Domain. - Corresponds to market segment for one SPL.  

Features model. - There are different languages to model features. PIM does not 

indicate any specific language. 

Features selection. - This concept will get a model features instance. 

Platform. – It contains artifacts obtained from domain process and application process  

Configurator. - It's responsible to generate applications using automatically artifacts 

(i.e., domain artifacts and application artifacts). Also, it allows verify all domain 

artefacts, before generating applications.  

Domain or application artifacts. - They are artifacts generated by the configurator. 

 

 

 
 

Figure 8 PIM to PSM 

 

 

From PIM, is possible obtaining one or more PSMs, showing a projection of the PIM. 

PSM generation is based on transformation rules established in the PIM. The PSM 

generated in Figure 8 shows a model with elements of a SPL for inmotic domain.  

In this way is possible generating others PSMs for different domains. 

6   Conclusions and future work 

The application engineering process [2] was automated by the configurator, which is 

responsible to generate artifacts for 8 applications from SPL. Commonality and 

Automated software generation process with SPL 135



www.manaraa.com

 

 

variability of the SPL was managed at different levels of abstraction with 

technologies quite flexible. Aspects and traits allow weaving binary code at specific 

points of the reference architecture to configure applications. MDA was used to 

propose a PIM to support evolution in SPLs, thinking not to depend on technology, 

but rather to adapt to unexpected changes. PSMs generated from PIM will be 

constantly changing at technological level but without modifying the PIM, this way, 

  

comparative nor statistical, it is quite remarkable that the automated software 

generation process from SPL reduces time to generate software instead of manually 

configuring it. An automated software generation from this SPL takes about 10 

minuts, depending the number of features chosen for one application. The software 

quality increases also due to the constant work with the same software components, 

further, test reports generated indicate whether the software has bugs and where they 

were located. Future work will be intended to perform a comparative and statistical 

analysis of advantages and disadvantages between manual processes and automated 

process to generate applications, and to evaluate attributes focused on time and 

quality. It will also increase the number of applications to the product portfolio [2] of 

the SPL. 
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Abstract. In cybersecurity, the identification of risks is a fundamental part 

because this activity is not unique to cybersecurity and it is hard to know what 

the risks in this area are. This study aims to identify if there are some risk 

taxonomies in cybersecurity. For this, a systematic review of the studies 

published from 1990 to 2017 was carried out. We found 132 papers and some 

of them mention some risk taxonomies within the scope of IT (information 

technologies) cybersecurity, although only five primary elements were selected, 

identifying the main risk taxonomies. A classification of cybersecurity risk 

taxonomy types has been adapted, with the inclusion of new categories, 

categorized according to their perspective and domain. We have analysed the 

taxonomies form a proposed five level perspective. Finally, it has been 

observed that risk taxonomies may be shifting the focus from the asset level to 

service and business level. 

Keywords: Cybersecurity risk taxonomy; Cybersecurity risk; Risk taxonomy, 

Cyber risk taxonomy. 

1   Introduction 

In recent years, interest in cybersecurity has been increasing. As our world becomes 

increasingly interconnected, real-time availability of systems becomes more and more 

necessary. Therefore, the impact that cyber threats can cause to organizations can be 

large, and the care and protection of information assets within organizations is of 

great importance. And the assets are important and crucial in critical business 

processes. Also, the information that is shared in the different technologies has an 

increasing value for consumers and users. The information contained in the systems is 

more valuable than the technologies that contain the systems, more and more private 

and governmental organizations have combined efforts to standardize the 

identification of risks that affect cybersecurity. 
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How organizations address the cybersecurity risks in their organizations is essential 

in order to implement effective, efficient and sustainable cybersecurity. Therefore, it 

is necessary to identify the risks that affect organizations in the area of cybersecurity. 

There are risks in almost all areas of the organizations. Risks that fall into 

cybersecurity and are difficult to identify, cybersecurity risk taxonomies assist in 

determining the risks that exist within the scope of cybersecurity. 

Based on the above, a systematic review was carried out to identify the main 

taxonomies and classification of cybersecurity risks. Thus, this paper is organized as 

follows: Section 2 presents the concept of risks and it includes the cybersecurity risk, 

Section 3 presents the details of the systematic review process; Section 4 analyses and 

interprets the results of the systematic review; Section 5 reports on the results of the 

systematic review based on the different taxonomies of existing or applicable 

cybersecurity risks, includes the adaptation of a new classification of taxonomies with 

the inclusion of new categories, according to their perspective and, finally, Section 6 

presents the conclusions.  

2   Context 

A definition of risk according to ISACA is: “The combination of the probability of an 
event and its consequence” [1]. This is a definition that applies to any field, whether it 
is an environmental risk, a work risk or a risk in the field of information technology. 
Different classifications have been made to identify the cybersecurity risks, for the 
different areas because have particular characteristics. 

To better understand what a cybersecurity risk is, the following concepts are 
presented according to ISACA. To understand the term cybersecurity, we must first 
define the term cybersecurity risk. “Cybersecurity risk is not one specific risk. It is a 
group of risks, which differ in technology, attack vectors, means, etc. We address these 
risks as a group largely due to two similar characteristics: A) they all have a potentially 
great impact B) they were all once considered improbable” [2]. “Cybersecurity is the 
sum of efforts invested in addressing cybersecurity risk, much of which was, until 
recently, considered so improbable that it hardly required our attention” [2]. 

By the previous definitions, we know that the handling of a cybersecurity risk is 
different from the other types of risks and, in turn, the risks in cybersecurity are being 
very variable. It is therefore important to have a taxonomy that helps to identify and 
classify the risks inherent in cybersecurity. 

In this paper, it is intended to answer through a systematic literature review the 
following question: Are there any risk taxonomy related to cybersecurity published? 

In order to answer the question, the proposed systematic review technique by 
Kitchenham is used [3], [4]. A systematic review is a formal and verifiable process that 
the researcher performs to document the state of knowledge in a specific subject. The 
systematic review [4] makes possible to: (1) review the relevant work that has been 
done in the area of study, (2) examine the results, evaluate and contrast them, and (3) 
identify gaps in current research in order to do an appropriate proposal for a new 
research activity. 
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3   Systematic review 

The systematic review includes the following activities: (A) identifying the needs, (B) 
proposing a review protocol, (C) conducting the review (identifying primary studies, 
evaluating studies, and synthesizing information), (D) analysing and interpreting the 
results, and (E) reporting the results of the systematic review. 

Next, the process of the systematic review related to cybersecurity risk taxonomies 
published is detailed. Section 4 and 5 of the paper present the activities D and E of the 
systematic review. 

3.1   Identification of the Needs for the Systematic Review 

A systematic review was required to identify the different taxonomies of cybersecurity 
risks that have been published. 

3.2   Review Protocol 

At this point the following tasks were defined: Formulation of the questions to be 
asked, the criteria for selecting the database sources, the database sources to be used 
for the search, the elaboration of the search strings according to the defined criteria and 
the search in the sources, to locate and select the studies. 

Formulation of the question. Question(s): What risk taxonomies have been proposed 

for cybersecurity? 
The issues and questions related to the needs and objectives of the review were 

raised. 

 Problem: there is a need to implement cybersecurity risk taxonomies in 

organizations, but it is not known which have been proposed. This also makes 

possible to determine a trend of implementation. 

 Questions: What risk taxonomies have been proposed for cybersecurity? 

 Population: publications related to risk taxonomies in cybersecurity, security 

management in information systems, and applications in organizations. 

 Intervention: different taxonomies of cybersecurity risks that have been 

published/used. 

 Effect: to know if there are any taxonomy that cover all areas of cybersecurity 

or not. 

 Result measurement: proposed cybersecurity risk taxonomies, their 

descriptions and approaches. 

 Application: to know the different taxonomies of cybersecurity risk, and their 

approaches. 

Criteria for the selection of sources. The criteria for the selection of sources were: 

database that include journals and papers focused on cybersecurity risk taxonomy and  

have advanced search mechanisms, making use of the terms and synonyms used in 
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search queries; availability of full text papers; papers available on the web for free; 

specialized magazines are available in the library of the Universidad Politécnica de 

Madrid. 

Identification of the sources. Specialized databases such as IEEE Computer, Science 

Direct, ACM Digital Library and Web of Knowledge are among the selected sources. 

Search string. The terms used in the systematic review were constructed using the 

following criteria: (1) "Cybersecurity Risk Taxonomy", (2) "Cybersecurity Risk", (3) 

"Risk Taxonomy" and (4) “cyber risk taxonomy”. These keywords, combined with 

the logical operators AND and OR, as well as the NOT operator to refine the search, 

were used in the search engines of the specialized databases. 

 The words used in the search string include: "Taxonomy", "cybersecurity", "risk", 

"cyber risk". 

Search in the sources. We searched the sources using the criteria defined previously 

for their selection. All sources of the identified databases were included. Search 

strings were applied to electronic databases and other sources (journals and 

conferences). To evaluate the list of sources obtained, were involved two experts in 

cybersecurity risk taxonomies. 

3.3   Review 

At this point, the search of the papers in the databases selected with the predefined 
search strings is displayed. The review is done in three phases. The inclusion and 
exclusion criteria established below were applied to the search results. 

Criteria for selecting studies and procedures for inclusion and exclusion within 

the primary studies. The Table 1 lists the inclusion and exclusion criteria that were 

applied to the results of the initial search. The selection of studies was focused on 

those related to cybersecurity risk taxonomies published.  

Table 1. Inclusion and Exclusion Criteria. 

Inclusión (I) Exclusión (E) 

I1. Empirical studies of cybersecurity risk 

taxonomies that have related content in 

showing some risk classification that 

applies to cybersecurity. 

I2. Papers that discuss taxonomies or 

classifications of cybersecurity risks. 

I3. Papers that use keywords. 

I4. Papers whose title, summary or content 

are related to the topic. 

I5 Free access documents. 

E1. Papers that are based only on a 

particular opinion that does not address 

cybersecurity. 

E3. Studies that are not relevant to the 

research question or are not related to the 

particular study. 

E4. Studies that are unclear or 

ambiguous. 

E5. Duplicate publications. 

E6 Pre-1990 studies due to constant 

updating in the area. 
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In a first phase of the review, making use of the search engines of the identified 
databases and putting the search string elaborated in the task “the search string” of the 
activity "review protocol", a total of 132 studies were found. 

In the second phase of the review, each study was reviewed taking into account the 
previous inclusion and exclusion criteria, obtaining a total of 14 relevant studies. To 
select the relevant studies, the following steps were taken: read the title, read the 
summary, read the conclusions and fill in template created, if they provide enough 
information, the study is selected and saved. Otherwise, it is deleted. 

In the third phase of the review, five primary studies were obtained that answered 
the questions formulated initially. Table 2 shows the sources, the total number of 
papers, and the number of primary paper selected by source. 

Table 2. Distribution of studies by source. 

Source  Total Relevant Primary 

IEEE Explore 

Science Direct 

ACM Digital Library 

Web of Knowledge 

Total 

11 

6 

8 

107 

132 

3 

0 

0 

11 

14 

2 

0 

0 

3 

5 

 

Evaluation of study quality. To assess the quality of the studies, the following 

questions were asked: 

 Is the primary study relevant to the research being done? 

 Do primary studies provide enough information for the results to benefit from 

the systematic review? 
From the previous questions, it was verified that the five primary studies selected 

are relevant, provide sufficient information and add value to the systematic review. 

Data extraction and synthesis. To extract the important information of each paper, a 

template was designed. The template contains the following fields: (1) paper 

identification, (2) reference (title, author, year), (3) type of paper (case study, survey, 

experiment, research), (4) purpose of the study, (5) context of the study, (6) type of 

study (improvement, deployment or both), (7) depth of analysis (high, medium, low), 

(8) cybersecurity risk taxonomies published, (9) area and approach to taxonomy, and 

(10) observations 
For each paper selected, after reading the full text, the information was recorded on 

the form, which allowed for the subsequent analysis of the results. 

4 Analysis and interpretation of the results of the systematic review 

At the conclusion of the systematic review, the context of each document was 
analyzed, for those documents that proposed a taxonomy in cybersecurity, the 
proposed risk classification was analyzed, and its focus and scope. 

According to their context they were classified in:  
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 Framework related risk. 

 Concepts on how to perform a taxonomy. 

 Taxonomy focused on a specific area. 

There is one framework enterprise risk management (ERM), one concept on how 

to perform a taxonomy of information security risks and three taxonomies focused in:  

social engineering, software providers and information security risk.  
The results of the systematic review are presented below, the primary items found 

are described in the Table 3 for further analysis. 

Table 3. Primary studies 

Paper Context Author 

Three key enablers to successful enterprise risk 

management. 

Risk management Kanel (2010) 

Taxonomy of information security risk assessment 

(ISRA) 

Information security 

risk 

Alireza (2016) 

Understanding Taxonomy of Cyber Risks for 

Cybersecurity Insurance of Financial Industry in 

Cloud Computing 

Perform a taxonomy 

of information 

security risks 

Elnagdy (2016) 

Analysis of Unintentional Insider Threats Deriving 

from Social Engineering Exploits Developing a 

Risk Management  

Taxonomy focused on 

social engineering 

Greitzer (2014) 

Process and Risk Taxonomy for medium-sized it 

solution providers 

Taxonomy focused on 

software providers 

Herzfeldt 

(2012) 

 

In order to obtain complementary studies, the technique of snowballing has been 

applied. This has allowed to obtain two additional studies from [8] and one additional 

study starting from [5]. Additionally, a search in Google Scholar provided two 

complementary taxonomies. 

These complementary studies are shown in the Table 4. 

Table 4. Primary studies 

Paper Context Reference 

A Taxonomy of Operational Cyber Security Risks. Enterprise Cebula (2010) 

The structure of a cyber risk a scenario based 

approach in cyber risk assessment 

Enterprise Delmee (2016) 

Securing smart grid: cyber attacks, 

countermeasures, and challenges 

Smart grid Li (2012) 

Classification and trend analysis of threats origins 

to the security of power systems 

Energy systems Bompard (2013) 

Development of methodical social engineering 

taxonomy 

Social engineering Larebee (2006) 
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5   Results report of systematic review 

Once each of the primary studies was selected and analysed, the published 
cybersecurity risk taxonomies were identified, and the area and focus were determined, 
as well as the frameworks and risk management models.  

 The document of Kanel, J [9] addresses a risk taxonomy that includes 

cybersecurity risks and financial risks in organizations based on the COSO 

(Committee of Sponsoring Organizations of the Treadway Commission) 

framework.  

 In the document of Elnagdy, S [8], it was found a taxonomy of basic cyber-

attacks in smart grid, and a classification of malicious threats. 

 The document of Greitzer F [5] presents a taxonomy of risks focused on social 

engineering. 

 We identified that the author Herzfeldt A [6] presented a taxonomy of 

shrouded risks and IT system vendors is provided, which categorize the risks 

from the need identification to the implementation and maintenance of the 

system. 

 The paper of Cebula, J [10] presented a Taxonomy of Operational Cyber 

Security Risks that mentions an adequate taxonomy of risks in cybersecurity. 

This is divided into four classes: actions of people, systems and technology 

failures, failed internal processes, external events. 

 The paper of Delmee, F [11] created a cyber risk taxonomy based on a 

scenario based risk approach. The scenarios are further elaborated with 

contextual information about the victim and threat agent to identify all the 

relevant concepts within the scenario.  

 We identified that the author Li, X [12] presents a taxonomy of basic cyber-

attacks in smart grid communication. In this taxonomy, there are four types of 

attacks: device attack, data attack, privacy attack, and network availability 

attack. They have different objectives and are often the building blocks of 

more sophisticated attacks. 

 The paper of Bompard, E [13] due to the growing recognition of the 

importance of power systems in today's society, a classification of malicious 

threats is presented, there are three malicious threats: physical threat, human 

threat and cyber threat. 

 We identified that the author  Laribee, L [14] in his study presented a 

taxonomy for encoding social engineering attacks, proposes four main 

dimensions of interest in determining the type and severity of a social 

engineering attack. The first category is the target, the second category is the 

type of deception, the third category is the particular resource or target 

information, and the fourth category is the thrust ploy. 
To analyze the results, we have extended a classification of taxonomy types 

obtained from Alireza, S [7].  The Alireza’s classification has three levels of bottom-up 
abstractions that are asset, services, business. Although most taxonomies rely on asset 
level, new studies are shifting the focus and moving to the level of service and 
business. We have included source attacks and external events as two complementary 
categories. We have added these two new categories, due to the difficulty of matching 
the classification elements of the taxonomies found and which were difficult to fit into 
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the categories proposed by Alireza, S [7]. Each element of the analyzed taxonomies 
has been mapped to one of the five categories, the results of this mapping are shown in 
Table 5. 

Table 5. Summary of taxonomies 

Author Domain Perspective Taxonomy Items 

Kanel et al. (2010) Enterprise  Asset + Service + Business + 

External 

Sources and events 

Business objects and 

dynamics models 

Risk impacts 

Li et al. (2012) Smart grid Asset + Attack + Business Device Attack 

Data Attack 

Privacy Attack 

Network Availability attack 

Bompard et al. 

(2013) 

Energy 

Systems 

Attack + Business + External Physical threat 

Human threat 

Cyber threat 

Greitzer et al. 

(2014) 

Social 

engineering 

Asset +Attack Interaction personal 

Non Interaction personal 

Laribee (2006) Social 

engineering 

attacks 

Asset + Attacks Target 

Type of deception 

Resource or target 

information 

Trust ploy 

Herzfeldt et al. 

(2012) 

IT Solutions Services + Business + 

External 

Environment 

Provider Risk 

IT solution Risk 

Customer Risk 

Cebula et al. (2010) Enterprise Asset + Service + Business + 

External 

Actions of people 

Systems and technology 

failures 

Failed internal processes 

External Events 

Delmee. (2016) Enterprise Asset + Service + Attack+ 

Business 

General information 

Organization (victim) 

Threat agent  

Asset  

Threat event 

Business impact 

Vulnerabilities   

Control 

    

 

The analysis indicates that all taxonomies take into account the Asset and Business 

level, with the exception of taxonomies specialized in social engineering. This is 

because they are focused on aspects of human interaction. It is noteworthy that 

specialized smart grid taxonomy, focuses solely on aspects of possible forms of 

attacks. 

It is common in all other taxonomies besides the business aspect, take into account 

aspects of asset, service and external events. This is due to the need to identify threats 
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to both resources and business activities. External events must be taken into account 

as they have to be monitored. 

The most modern taxonomy, such as Delmee, F. [11], combines the three levels of 

abstraction with the category of sources of attack. This could indicate that risk 

taxonomies could be shifting the focus form the asset level to the abstraction levels of 

services and business. 

 

6   Conclusions 

This paper reviewed the cybersecurity taxonomy documents published in the 

conferences and journals process to understand progress in cybersecurity risk 

taxonomies. The objective was to identify the studies with respect to risk taxonomies 

that have been proposed for cybersecurity. 

In order to obtain complementary studies, the technique of snowballing has been 

applied. This has allowed to obtain two additional studies from [8] and one additional 

study starting from [5], 

The results are based on the results of five primary studies identified in the search 

engines selected for the review, two files identified in the snowballing of Elnagdy, S 

[8], one paper of Greitzer, F [5] and two primary files identified in the additional 

search in the Google Academic search engine, which may be a relatively low 

percentage of the total population of files obtained without applying the inclusion and 

exclusion criteria. 

There are different types of risk taxonomies. Each of these taxonomies have been 

developed to meet a particular need. We have provided a general view and structure 

of risk taxonomies. Also, we have developed a new classification of taxonomy types. 

Based on this classification we have analyzed the taxonomies found and identified 

that most of them are of particular application and cannot be applied in other domains. 

The taxonomies identified only abrogated specific risks such as social engineering 

risks, financial risks, operational risks, malicious threats and risks taxonomy based in 

certain specific scenarios.  

In the paper of Elnagdy, S [8], it does not present a taxonomy, but it indicates the 

concepts necessary to be able to define a taxonomy of risks that can be applied in 

cybersecurity in the cloud. 
The most modern taxonomy of cybersecurity risks is Delmee, F [11] study, based 

on a scenario based risk approach, and is distributed in eight different concepts and 
fifty-one characteristics. 

Using the protocol of this systematic review as a starting point, additional searches 
from primary studies and new sources of studies will be reviewed in future iterations in 
order to complete the collection of taxonomies. We believe that this survey and study 
of risk taxonomies are important, in that it will help explain the different abstraction 
levels and could led to the development of more comprehensive and effective risk 
taxonomies. 
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Soft Skills for IT Project Success: A Systematic 

Literature Review 

Abstract. IT projects continue to fail at a high rate and this represents losses in 

both money and opportunity organizations. This leads us to continue studying 

success factors in projects. The aim of this paper is present a systematic 

literature review focused on soft skills for the IT project success. The literature 

search was conducted using the electronic databases and the primary articles 

from 2010 to 2017. The results show that a high number of studies are 

theoretical, conceptual or based on experience and there are no models that 

explain the causal relationship between soft skills and project success. All 

studies agree about the relevance of the project manager soft skills for projects 

success. The results show that the most influence soft skills for projects success 

are communication, leadership and conflict resolution skills. 

Keywords: project success, soft skills, systematic review 

1   Introduction 

Despite the growth in IT investment in the last years, IT projects still fail at an 

alarming rate [1]. This high percentage of failures suggests the need to continue 

studying the issue. The literature also suggests that the performance of a project 

manager contributes to the success of a project [2] [3]. A large body of literature has 

concentrated mainly on studying the technical skills associated with project managers 

[4] [5] [6] [7]. The literature on soft skills is much smaller; Nevertheless, Leybourne 

[8] reports a shift from a technical bias (with its emphasis on project manager 

technical skills) to project manager behaviors. Studies on soft skills have focused 

largely on desirable qualities during the selection process of the project manager [9] 

[10] [11]. However, there is little literature that explicitly studies the link between soft 

skills and the success of an IT project. To solve this gap, in the present study we will 

perform a systematic review of literature focused on the link between project manager 

soft skills and the success of a project. This study contributes to the literature by 

identifying opportunities for future research in the field of the relationship between 

soft skills and project success. This study is also useful for managers since it can 

guide them in their decision-making processes of selection and training regarding the 

necessary skills in the project managers so that the project ends successfully.  

This paper is structured as follows. Section 2 develops the previous literature on 

the subject. Section 3 presents the research question and the systematic review. 
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Section 4 shows the results of the review and discussion of the topic under study. 

Section 5 shows the limitations of the study. Section 6 presents the conclusions. 

2   Background 

We will first describe certain concepts that are part of the research topic. First, project 

management as an area of knowledge that covers this research topic, then as a 

dependent variable we will describe the concept of project success and then as part of 

the independent variable we will review the competencies of the project manager as 

well as the role of the project manager for successful projects. 

2.1 Project Management (PM) 

Project management is the discipline of initiating, planning, executing, controlling, 

and closing the work of a team to achieve specific goals and meet specific success 

criteria [12]. The first challenge for project management is to achieve the project goal, 

and objectives within the known constraints. The primary criteria or constraints are 

scope, time, quality, and budget. The secondary challenge, and the most ambitious of 

all, is to optimize the resource allocation of the inputs needed and integrate them to 

achieve the predefined objectives. There are many more constraints that depend on 

the nature of the project, safety, environmental, business opportunity and others of the 

strategic type.  

2.2 Project Success 

No clear definition of the concept is found. Talking about project success includes 

both successful project management and the successful product. There are many 

studies on the subject, studying components, criteria and factors to achieve a 

successful project. In addition, this concept is often based on the different perception 

of each stakeholder depending on the moment the project is founded. Baccarini [13] 

identifies two components that define a successful project: The success of the final 

product of the project and the success of the project management. More recently 

Liebowitz [14] identifies three components that are part of the project management 

process (planning, management, control), content (the information system as a 

product of the project) and the context (organizational culture, structure, managerial 

style, communication Internal, among others), proposing as a key that the context 

must be managed to ensure the product. It is usual to find that the same project is 

considered successful by some and a failure by others. Lim and Mohamed [15] 

explain that a project impacts in a different way to each element of society and each 

stakeholder (the individual owner, developer, contractor, user, the general public, and 

so on) has a different perspective. The perception of the stakeholders rather than 

being a global perspective is due to a perception of the achievement of the objectives 

of their interest [16].  
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2.3 Project Manager Competencies 

Competencies are a general term widely used by all; however, it has different 

meanings for different people. A general definition is a set of abilities to do something 

or intervene in a given subject. In IT context,  Bassellier and Blaize Horner Reich [3] 

study the term of IT competencies and use it as an umbrella that includes everything 

that impacts in the performance. It includes explicit and tacit knowledge, including 

the knowledge of knowing who knows what, since this allows one to incorporate the 

knowledge of others. As tacit knowledge it includes the combination of cognition and 

experience. In PM context, Crawford and Turner [18] defined ‘project manager 

competence’ as a combination of knowledge (qualification), skills (ability to do a 

task), and core personality characteristics (motives, traits, and self concepts) that lead 

to superior results.  

The International Project Management Association's Competence Baseline [19] 

defines competence as “a collection of knowledge, personal attitudes, skills and 

relevant experience needed to be successful in a certain function”. A summary of 

practical and academic views has been developed through Project Manager 

Competency Development (PMCD) Framework [20] which presents the same three 

dimensions indicated by [18]: Knowledge, Performance and Personal. Project 

management knowledge competencies is what project manager knows about project 

management, project management performance competencies is all that the project 

manager is able to do or accomplish while applying project management knowledge, 

project management personal competencies is how a project manager behaves when 

performing the project or activity (their attitudes and core personality traits).  

2.4 Soft skills 

There are multiple definitions of soft skills and some synonyms or combinations such 

as soft competencies, human skills, social skills, and people skills. There is also 

literature in which it is defined in the field of attitudes as literature in which the 

concept is mixed with the personality traits. In this Systematic Literature Review 

(SLR) we will have a broad and comprehensive definition of soft skills as 

interpersonal qualities, also known as people skills, and personal attributes that one 

possesses [21]. While hard skills are the technical requirements and knowledge a 

person should have to carry out a task, soft skills are a psychological term that covers 

the personality types, social interaction abilities, communication, and personal habits, 

people believe that soft skills complement hard skills. Soft skills complement the 

technical skills requirements of a job. According to Goleman [32] the possession and 

use of soft skills contributes more to an individual’s ultimate success or failure than 

technical skills or intelligence.  

2.5 The Role of Project Manager in Achieving Project Success 

We find literature that studies the relevance of the role of project management and the 

role of the project manager in achieving project success. The project manager has a 
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relevant role in the success of a project. Andersen et al [2] study the relationship 

between factors of success and actual success of the projects, finding factors that are 

directly influenced by the project manager and can make a real difference to the 

outcome of project endeavor. Another topic studied is the role of the project 

management in achieving the success of the Project. Munns and Bjeirmi [17] raise the 

importance of distinguishing between the objective of the project and the management 

of the project and demonstrate that a clear distinction between these two concepts 

brings a high possibility of project success.  

3   Systematic Literature Review 

The main objective was to identify previous studies, which investigated soft skills 

related to project management. In order to detect as much of the relevant literature as 

possible, we follow a systematic literature review (SLR).  According to Kitchenham 

and Charters [22] the study process has followed 3 stages which are: planning the 

search, extraction and discussion of results.  

In section 3.1 we have the first stage planning which begins with the definition of a 

protocol that includes the specification of a research question to be addressed in the 

study and the method that will be followed to carry out the review.  The method 

includes a search strategy that ensures the identification of the largest number of 

relevant articles possible as well as an explicit definition of the inclusion, exclusion 

and quality criteria to evaluate each potential paper. In section 3.2 we followed the 

second phase extraction in which the data obtained are validated, recorded and 

classified according to their quality. In section 4 we showed a quantitative meta-

analysis and discussion of results.  

3.1 Research question 

The research question posed to be answered in this systematic review is: 

 

RQ1: What are the soft skills of the project manager raised in the literature as the 

most influential in the success of IT projects?  

 

The present study includes searches from the publishers on technology topics such 

as IEEE Xplore (Digital Library), Science Direct (Elsevier), EBSCO, ACM 

(Association for Computing Machinery) and JSTOR. The search terms have been 

constructed in four steps: 1) identification of keywords from the research question 

identifying the most appropriate term for the dependent and independent variables, 2) 

Identification of synonyms and acronyms, 3) terms combination using the “and” and 

“or” operators and 4) adjustment of the search string according to the syntax of each 

data source. Search strings used are presented in Table 1.  
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Table 1.  Search strings 

Source Web page Search string 

IEEE ieeexplore.ieee.org/search (“soft skills” OR “soft competencies”) 

AND “project success”  

SDE www.elsevier.com/solutions/sci

encedirect 

(“soft skills” OR “soft competencies”) 

AND “project success” 

EBSCO Web.a.ebscohost.com/ehost (“soft skills” OR “soft competencies”) 

AND “project success” 

ACM dl.acm.org.ezproxy.upc.edu.pe +("competencies" OR "soft skills") 

+("project success") 

JSTOR www.jstor.org.ezproxy.upc.edu.

pe 

((("soft competencies") OR ("soft skills"))  

AND ("project success")) 

 
Criteria to select an article are presented in Table 2. 

 
Table 2.   Inclusion and Exclusion Criteria

. 

Inclusion Criteria Exclusion Criteria 

 Include empirical studies of soft 

skills or soft competencies and their 

relation with IT project success. 

 Papers containing keywords that 

match those defined in the search 

string. 

 Papers whose title, summary or 

content is related to the topic. 

 Papers in English. 

 Duplicated articles. 

 Papers that are based only on a 

particular opinion.  

 

 
A quality assessment question list was constructed. Each selected article will be 

evaluated according to the criteria of Critical Appraisal Skills Programme [23]:   (1) 

Rigourosity. It is verified that the study has applied a research methodology, (2) 

Credibility. It is verified that the findings and conclusions are correctly presented and 

with a complete meaning and (3) Relevance. It means that the study will be useful for 

the subject of our study.  The question list covers the three criteria with seven 

questions in total. Quality score ranged from 0 to 7. The following scoring system 

was used to determine the individual question score: Yes (Y) = 1 point, Partial (P) = 

0.5 points, No (N) = 0 points.  The overall quality score was obtained summing the 

seven individual question scores. Thus, the total quality score for each paper ranged 

between 0 (very poor) and 7 (very good). The quality questions and scores obtained 

from included papers are presented in Table 3.  

3.2 Search Execution  

Our search resulted in 141 potentially relevant articles (Fig. 1).  Of these, 11 

publications met our criteria: 2 (ACM), 2 (EBSCO), 3 (Elsevier) y 4 (IEEE).  To 

extract the relevant data of each paper and to standardize the way information has 
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been represented, a data extraction form is designed. The data extraction form shall be 

filled out with the relevant information (Title, author, publication year, data source, 

abstract, method, sample size, study type, restrictions, country, period, soft skill name, 

soft skill definition, category name, category description, value, discussion). Keeping 

the data will allow more detailed analysis later. Table 3 shows the quality criteria 

assessment applied. 

 

 

Fig. 1.  Search Process. This flow chart shows the process followed during articles selection 

and quantities found. 

Table 3.   Quality Criteria 

Quality Data [24] [25] [11] [10] [26] [27] [9] [28] [29] [30] [14] 

Rigourosity 
           

     1   Is the paper based on an 

empirical research? 
Y P P Y P P P P P P P 

     2   A clear description of the 

method was used to analyze data?  
Y Y Y Y P Y Y Y P P P 

Credibility 
           

     3   Is there a complete 

presentation of the findings? 
Y Y Y Y P Y Y P P P P 

     4   Present the study 
conclusions based on their 

findings? 

Y Y Y Y Y Y Y Y Y Y P 

Relevance 
           

     5   Is the paper focus in the 

study of soft skills?  
P Y Y P Y P Y P Y P Y 

     6   Does the study primarily 

analyze project manager soft 

competencies? 

Y Y Y Y Y Y P P P P P 

     7   Does the paper study cause 

and effect for soft skills and project 

success? 

Y P P P Y P P P P P P 

Total Score 6.5 6.0 6.0 6.0 5.5 5.5 5.5 4.5 4.5 4.0 4.0 
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4 Results 

In the reviewed articles we found that 5 out of the 11 articles do not present scientific 

studies. They present only a conceptual study of the subject. This small number of 

published scientific articles reaffirms the above mentioned fact that we are facing a 

discipline that is still new. Another peculiarity about papers reviewed is that 6 out of 

the 11 articles that applied experimental design, only two exceeded the number of 100 

results analyzed. The other studies that applied the experiment have done so with a 

very small sample. Fifty percent of the studies that applied the experiment have done 

it with samples smaller than 35. Most articles have as main topics the following 

subjects: (1) most valued soft skills during the stage of personnel selection (2) 

methodological surveys and interviews with managers in order to determine which are 

the most valued soft skills for them.  

4.1 Types of studies 

From 11 identified articles, six articles are quantitative studies (55%), one of them is 

theoretical (9%) and four articles are qualitative (36%) (see Fig.2). Empirical studies 

were focused on identifying the main factors, but not in explaining the cause and 

effect relation between soft skills and project success. Only one study presents a 

simple model between those variables. 

 

Fig. 2.  Types of studies. This graphic shows the percentages of study and investigation types. 
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4.2 IT Project Manager Soft Skills 

We discuss the answers to our research question.  

RQ1: What are the soft skills of the project manager raised in the literature as the 

most influential in the success of projects? 

The soft skills more mentioned were: communication, leadership, conflict 

management, thinking, Innovativeness, change orientation, negotiation, motivation 

and  problem solving (see Table 4).  

 

Table 4.  Soft skills to achieve success in IT projects

 

In Table 4 the column with label “Fre” is the frequency that a factor is mentioned 

by the authors. Most cited soft skill is the communication ability. Skulmoski and 

Hartman [25] present this soft skill as an ability required in all phases of a project. 

They say because you are working with others to complete a project, all team 

members need effective communication skills, and in particular verbal, generating 

feedback, and listening skills. They need to document what they plan to do and what 

they have done. One of the purposes of communication is that you need to manage the 

Soft Skill [24] [25] [11] [10] [26] [27] [9] [28]   [29] [30] [14] Fre 

Communication    X X   X X     X     5 

Leadership X X X     X           4 

Conflict Management   X     X X           3 

Thinking       X     X         2 

Innovativeness   X     X             2 

Change Orientation     X   X             2 

Negotiation   X       X           2 

Motivation X         X           2 

problem solving   X       X           2 

Extroversion             X         1 

Judgement             X         1 

Self-Monitoring         X             1 

Attention to detail           X           1 

Relationship building            X           1 

Self-awareness  X                     1 

Emotional Resilience  X                     1 

Intuitiveness X                     1 

Interpersonal sensitivity X                     1 

Influence X                     1 

Conscientiousness X                     1 

Collaboration                     X 1 

Creativity/resourcefulness       X               1 

concern       X               1 

Ability to get along   X                   1 

Respectful   X                   1 

Honest   X                   1 

Trusting   X                   1 

Operating within a 

multicultural 

environment 

         X  1 
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expectations of the sponsor and the team throughout the project.  Sponsors sometimes 

have unrealistic expectations of what can be done, and technical team members 

sometimes want to implement perfect or cutting-edge solutions. Another particularity 

about this ability is that through this skill other skills are potentiated, this is a 

conclusion from [11] and [26]. 

In addition, Stevenson and Starkweather [11] emphasize the specific ability to be 

able to communicate not only with team members, but also with stakeholders and 

different levels of management. It represents a specific type of communication that 

should be assessed differently “Project managers need to know the most effective 

ways to communicate both up and down the organizational chain to a variety of 

audiences, and how to manage and influence people who don’t report directly to 

them.” and interestingly, “Ability to Communicate at Multiple Levels” had the 

highest factor loading for the Primary Competency Factor. 

Creasy and Anantatmula [26] study and explore communication apprehension and 

take McCroskey [31] definition “an individual’s level of fear or anxiety associated 

with either real or anticipated communication with another person or persons”. They 

posit that a project manager’s extent of communication apprehension can affect 

project outcomes. The ability to communicate was disaggregated by Keil et al. [27] as 

verbal, writing, listening, and persuasive arguments. Keil et al. ranked the 19 most 

valued abilities finding verbal ability in position 2, listening position 4 and writing 

position 6. 

The second cited soft skill is the leadership. Müller et al [24] emphasize the 

growing importance of leadership in increasingly complex roles and tasks and in 

wider organizations. They also refer to the need for different leadership styles for 

different types of projects. They emphasize the growing importance of leadership in 

increasingly complex roles and tasks and in wider organizations. He also refers to the 

need for different leadership styles for different types of projects. Skulmoski and 

Hartman [25] find this competency important in all project phases. The leadership 

competency includes the ability to articulate the business problem, being vision-

oriented, political awareness, agility and tact, and decisiveness. Stevenson and 

Starkweather [11] identified leadership as one of the six critical core competencies. 

They found leadership as the second most extremely important skill. For Keil et al. 

[27] leadership is the most important ability for project success. They define 

leadership as part of the team management skill category and say that competent IT 

Project managers need not only provide leadership, but also to motivate and empower 

their team members to successfully execute the project.  

The third cited factor is conflict management. Skulmoski and Hartman [25] include 

it conflict management as a factor that forms part of the Negotiation category. They 

found this competence is important in all phases, but mainly during the 

implementation and closure phases due to frequency of problems and disputes in IT 

projects. Creasy and Anantatmula [26] propose that project managers are more likely 

to succeed than those who see the conflict as “negative and must be avoided”.  
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4.3 Discussion 

There is no unicity among authors in the grouping of soft skills categories. Some of 

the authors have done their studies by groups of factors, while others have done so by 

more detailed factors. In order to be able to determine the most valued skills in the 

literature, only specific factors have been included in the review. The most cited 

groups of factors in the literature have been the following: people skills [10] [27], 

personality traits [9] [26] and managerial skills [10]. Skills are defined as the ability to 

carry out a task. Soft skills include interpersonal skills, social skills and 

communication skills. Some definitions also include personality traits and attitudes. It 

seems important to review this definition in more detail and to study whether there is 

always a correlation between personality traits and soft skills or whether soft skills 

can be affected by external environmental factors that can change the attitude 

positively or negatively. Notwithstanding the general concepts and definitions in 

some cases it is difficult to discriminate a technical skill from a soft skill. Although 

they are different also there is proximity between them.  

The empirical studies were focused on identifying the main factors, but not in 

explaining the cause and effect relation between soft skills and project success. Only 

one study presents a model between variables. It means that it is important to find the 

cause and effect relation between personality traits, attitudes including soft skills, 

behavior and performance, and finally the project success. 

4.4 Limitations of this review 

This review has been based on literature referring to IT projects. There are studies that 

address soft skills for project success in general. Projects in general have not been 

included. The literature included has been from sources of IT project literature, it has 

not taken any source related to human resource literature. Articles were selected from 

2010 onwards due to the speed and amplitude of changes that have occurred in 

technology in recent years. The review included articles that addressed both technical 

and soft skills. The soft skill selection has been done according to the author's 

understanding following to the definitions established in the background section. 

5 Conclusions and Future Work 

The studies conclude that personal skills contribute to project success. The most cited 

soft skills for project´s success are communication, leadership and conflict resolution 

skills. However, there is no coincidence among the authors about which is the most 

relevant soft skill. There is no coincidence about categories that group factors. Some 

studies conclude that the most valued project manager soft skills depend on some 

project factors such as the type or characteristics of the project or the project phase. In 

addition to that, there is not cause-effect model that explains how project manager 

soft skills impact to project success. These gaps suggest future researches. 
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Abstract. There is an increasing amount of information contained in the 

knowledge bases belonging to the Linked Open Data (LOD) cloud correspond-

ing to different domains, the exploitation of this information is limited by the 

ways in which it can be visualized, requiring new forms of visualization so that 

such information can be understood and used. Augmented Reality (AR) is a 

technology that allows the interaction of information with the user and also has 

a significant growth thanks to the proliferation of mobile devices with better 

processing. This work proposes an architecture for the integration of the da-

tasets belonging to the LOD cloud with AR in an application for mobile devic-

es, which makes it possible for information retrieved from the SPARQL-based 

query execution on RDF datasets, to be visualized in a way that allows improv-

ing the interaction between the user and data retrieved for increasing the under-

standing of the information shown. 

Keywords: AR, architecture, Linked Open dataset, LOD cloud, mobile devices. 

1 Introduction 

Currently the huge amount of information contained in knowledge bases belonging to 

the LOD cloud [1] includes different domains. Their exploitation has allowed to ob-

tain information that is presented commonly in tabular form, however, this form of 

displaying the information is little enriched what makes the user’s interaction with it 

difficult. 

Meanwhile AR is a technology of great growth, since the proliferation of the mo-

bile devices, which thanks to their improvements in processing have been able to use 
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this technology. AR has allowed the interaction between the information presented as 

3D models, videos, images, among other, with the user. The current approaches of 

AR applications commonly use the client-server architectures. 

Considering the above, the main contribution of this paper is providing an architec-

ture for the integration of Linked Open datasets with AR in an application for mobile 

devices, in order that information obtained from SPARQL-based query execution on 

the RDF datasets that belongs to the LOD cloud and contains information about med-

ications can be presented to the user by means of AR and in this way improving the 

interaction, exploitation and understating of such information by the user. 

This paper has been structured as follows: The Section 2 presents a set of recent 

works related to our proposal, organizing them in the works presenting topics of AR 

and LOD cloud separately and the works that integrate those technologies. In Section 

3 the proposed architecture, the layers that integrate it, as well as the components of 

each layer. Additionally, the Section 4 includes a case study and finally, the Section 5 

presents the conclusions and future work. 

2 Related Work 

There are several papers on the interaction of the users with data obtained from the 

LOD cloud, as well as the interaction of the users with applications of AR. We have 

classified the set of works reviewed for this research into two categories: 1) LOD and 

AR System applied in different domains, and 2) Integrated AR and LOD System. 

 

2.1 Linked Open Data and Augmented Reality System applied in different 

domains 

Similarly, in the medical environment the theory of simulation, AR and the learning 

based on game were fused for the development of ARISE (Augmented Reality Inte-

grated Simulation Education) [2]. ARISE is based on games for healthcare students, it 

also contains scenarios for infirmary, medical assistant, infirmary assistant, among 

other. To test ARISE, prototypes of scenarios were designed and tests were carried 

out with people from the healthcare field with positive results. It has been considered 

that ARISE is an emergent, versatile and innovative form of educating the students. 

Salmi et al. [3] developed a prototype educational of mobile application called 

HuMAR (Human Anatomy in Mobile Augmented Reality), whose selected learning 

topic was the anatomy of the structure of the human skeleton. HuMAR was created to 

help students improve their learning process. The HuMAR prototype was tested by 

science students, the objective of these tests was to consolidate the experience of the 

users from a didactic and technical point of view. Based on test results, it has been 

concluded that students were satisfied with HuMAR in terms of usability and features. 

There is a wealth of medication information available on the Web, these data are 

not connected to each other, which reduces the ease of obtaining knowledge. For this 

reason, in [4] it was presented LODD (Linked Open Drug Data) that is a group of 

works of W3C (World Wide Web Consortium) HCLS IG (Health Care and Life Sci-

ences Interest Group). LODD has researched available drug data and created Linked 
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Data representations. 

Likewise, Kozák et al. [5] identified the sources of structured and unstructured data 

about medicines on the Web according to the information needs of physicians. 

Among the structured data sources identified are: Medical Subject Headings (MeSH), 

DrugBank, among others. While the non-structured data sources identified were 

Summaries Product Characteristics (SPC) and FDA (Food and Drug Administration) 

labels. They also created an architecture to integrate these sources, using the princi-

ples of Linked Data and methods of NLP (Natural Language Processing). In addition, 

they developed a Web application that exploits datasets and links obtained with sup-

port for clinical decision making. 

 

2.2 Integrated Augmented Reality and Linked Open Data System 

The AR browser applications are characterized by the display of Points of Interest 

(POI) obtained from the execution of queries on spatial databases. The architecture of 

these applications is composed by three parts: 1) The AR browser; 2) An AR Server, 

and 3) A POI server that manages and stores the content. In this architecture, the se-

lection and integration of information sources is static and non-scalable, and browsing 

experience does not support the discovery and exploration of new data. It is for this 

reason that in [6] it was discussed how LOD can be used to address the current defi-

ciencies in the mobile AR applications, the problems that arise when combining these 

technologies and the ways to solve them. 

In [7] a computational model based on a mathematical archetype was presented, 

this model combines a sensor-based tracking approach with a mobile RDF processing 

and management framework for the provision and complementation of Linked Data, 

with related geographical information, to allow the visualization of POIs in mobile 

applications interfaces of AR. The applicability of the proposed model has been 

demonstrated by a proof of concept that retrieves the data of a mountain from a set of 

sources and shows that data in a live view interface. 

The demonstration of an application of Mobile AR focused on tourism that shows 

digital content with information obtained from different LOD sources was presented 

by Vert and Vasiu [8]. They designed a three-layer architecture: 1) Usable dataset 

obtained from DBpedia.org, and the Romanian government's portal; 2) Summary, 

mapping and integration of the data using LDIF (Linked Data Integration Frame-

work), in addition, an API (Application Programming Interface) was built to query 

and return data in JSON (JavaScript Object Notation) format, and 3) The application 

of AR using Javascript libraries like awe.js and three.js. The AR application for mo-

bile devices was also built, which runs on the browser. 

The same authors, Vert and Vasiu [9], proposed a model with a set of guidelines 

for the implementation of a mobile AR tourist application that integrated LOD and the 

analysis of the utility of the integration of multiple sources of Linked Data infor-

mation to highlight the problems that are presented and propose solutions. The model 

for the construction of the mobile application is composed of the stages of identifica-

tion, modeling, generation, publication, integration and exploitation. The prototype 

was built, which is a tourist application from Romania for use in the web browser of a 
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mobile device. In addition, it was proposed to improve the integration of data by in-

cluding an additional dataset, a more detailed analysis, among others. 

On the other hand, in [10] it was tried to take advantage of the mobile and semantic 

technologies like LOD in a collaborative e-learning environment developing the appli-

cation SmartTourism. The architecture of this application implies: 1) Obtaining in-

formation from Open Data and semantic sources; 2) Integrating information from data 

sources and; 3) Showing information to the tourist through the resulting tour guide 

service. SmartTourism are allows users to select the city and the language which they 

want to use, it shows in a map the most important monuments in the city and from 

each monument it is possible to see their history and images. With the creation of this 

application it was concluded that the semantic technologies as ontologies and LOD 

are powerful tools to share information and to generate knowledge about a topic. 

Table 1 presents a comparative between the related works and the own one, it indi-

cates the technologies used by each work, it also indicates if the work showed an 

architecture and the domain for which it was developed. 

Table 1. Comparative table between the related work and the present work. 

Initiative Architecture AR LOD Domain 

ARISE [2] X  X Medical 

HuMAR [3] X  X Medical 

LODD for pharmaceutical research and 

development [4] 
X X  Medical 

LOD for Healthcare Professionals [5]  X  Medical 

Exploiting LOD for mobile AR [6]   X Research 

Computational Model for the Integration 

of Linked Data in Mobile AR Applica-

tions [7] 
X   Research 

LOD4AR [8]    Tourism 

Integrating Linked Data in Mobile AR 

Applications [9] 
X   Tourism 

SmartTourism [10]  X  Tourism 

Architecture for the integration of Linked 

Open Drug Data in AR applications 
   Medical 

 

As can be seen in Table 1, the development and research on AR and LOD technol-

ogies is increasingly widespread, and occurs in different contexts, with tourism and 

medicine the most recurrent. An aspect to emphasize after the analysis of the litera-

ture that has been realized is that, although there are several projects that have per-

formed the integration of AR with LOD, this integration is limited to the tourist envi-

ronment and only a few works showed an architecture; reason why an architecture has 

been designed which is presented in the next section to integrate the RDF datasets of 

the LOD cloud with AR. 
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3 Architecture description 

The integration architecture of AR and RDF datasets of the LOD cloud, allows us to 

query datasets that are part of the LOD cloud corresponding to the life sciences do-

main, more specifically regarding medicines. Through this architecture, users can 

carry out semantic searches through the recognition of drug makers to obtain infor-

mation about those drug from Linked Open Drug Datasets [11], [4]. Therefore, the 

obtained information is more accurate since it is based on the semantic properties 

belonging to the dataset chosen by the user. 

 

3.1 Architecture description 

The architecture shown in Fig. 1 is based on six layers. Each layer contains compo-

nents, some of them have been divided in subcomponents. The tasks and responsibili-

ties of the application are distributed among its components. The architecture allows 

scalability and easy maintenance. 

Likewise, the architecture is shown in Fig. 1, this helps to understand graphically 

the structural components that comprise it, their relations, as well as the workflow that 

will be carried out for the communication of said components. 

Each layer has a function explained below: 

 Presentation Layer: This layer represents the interface between the user and the 

application. It contains components that make possible the tactile interaction of the 

user with the application. 

 Integration Layer: This layer contains the necessary components to send and 

receive data and thus interact with the presentation layer. This layer includes the 

selection of the Endpoint Selector, as well as the construction of the information 

that will be shown to the user. 

 Augmented Reality Layer: It contains the necessary components to process the 

marker pointed by the user and search for the information about that marker, as 

well as the corresponding 3D model. 

 Semantic Layer: This layer contains the components that interpret, integrate and 

extract the requested data from the results obtained from the queries made to the 

selected medications dataset belonging to the LOD cloud. 

 Linked Open dataset: In this section, we have a selection of datasets belonging 

to the LOD cloud that contain RDF triplets with information about medications, 

these datasets were selected for this specific architecture. 

 3D Models Repository: For this architecture, it was considered to have a reposi-

tory with 3D models that are presented to users through the application actually 

increases, depending on the recognized marker. 

 

3.2 Components description 

The components that are part of each layer of the architecture (Fig. 1) have functions 

that define their behavior, this is briefly explained below: 
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 Mobile Application: The mobile application contains an intuitive interface that 

allows the user to access the camera of the mobile device and through it obtain the 

marker that can be the bar code or QR code of the drug and based on this perform a 

semantic search. In the same way, it allows to visualize the obtained results as 3D 

models and medication information obtained from the Linked Open datasets. 

 Dataset Selector: This component provides users with the option to select one of 

the Linked Open datasets of selected medications for this architecture such as: 

DrugBank[12], Diseasome[4], BIO2RDF[13] and DailyMed[4], to mention but a 

few. In addition, the dataset selector component sends the Uniform Resource Iden-

tifier (URI) of the dataset to obtain the correct SPARQL endpoints (namespace). 

o Endpoint Selector: This subcomponent obtains and sends the namespace for 

each dataset to the mobile application so that it sends it to the AR module 

along with the marker. 

 Response Builder: This component is responsible for receiving the responses from 

SPARQL-based queries. This module retrieves the useful information of the an-

swers from the selected Linked Open dataset, as well as the 3D model to be dis-

played, and sends that information to the mobile application to be shown to the us-

er. 

 AR module: This component is in charge of receiving the Endpoint selected by the 

user, as well as the marker, sending that information to the recognition component 

of markers, it is also in charge of sending the information retrieved from the que-

ries to the Linked Open dataset and the 3D model selected to the Response Builder. 

Within this component is the Vuforia API: 

o Vuforia API: Allows the application to process the 3D models, markers and 

information to be shown to the user. 

 Marker Recognition: This component is responsible for receiving the marker 

captured by the camera and processed by the AR module, to obtain from it the 

keyword which will be sent to the Data Query Manager for the queries to the se-

lected datasets and the 3D Model Selector to find the required model. It will also 

receive the information retrieved from the Linked Open Data Extractor component 

and send it to the AR module. 

 3D Model Selector: This component is responsible for receiving the keyword to 

search, and based on it, it searches and selects the 3D model to be displayed and 

sends it to the AR module to be processed. 

 Data Query Manager: Depending on the source selected in the Dataset Selector 

component, this component will retrieve the information contained in the LOD 

cloud dataset. This component has a subcomponent: 

o Semantic Linked Data Query Processor: This subcomponent executes the 

process to obtain the information contained in the datasets, the thrown pro-

cess implies the execution of SPARQL-based queries including the keyword 

obtained in the Marker Recognition component. 

 Linked Open Data Extractor: This component aims to analyze the information 

stored in the dataset previously selected of the LOD cloud, and in case it is neces-

sary to extract it. This component has a subcomponent: 
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o Data Extractor: With the dataset selected to extract the information and the 

Semantic LD Query processor component executed, this subcomponent is re-

sponsible for extracting the appropriate information about the drug to be 

searched. 

 Linked Open dataset – RDF: The Linked Open dataset contains structured data 

information from different resources on the Web where SPARQL-based queries 

will be applied. For this case only datasets with medications information are used. 

 3D Model Repository: A 3D model is a communication tool for compression, it is 

a three-dimensional representation of a real object in a virtual space. 

 

 

Fig. 1. Integration architecture of AR and RDF datasets of the LODD cloud. 
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3.3 Workflow description 

The interrelationships among components and subcomponents of the architecture 

shown in Fig. 1 define the workflow for the LOD cloud integration process with AR. 

Users have the possibility of using a mobile device to recognize a marker belonging 

to a medicament and retrieve information about it from a selected dataset, and that 

information retrieved is displayed to the user by complementing it with a 3D model so 

that the user can interact with it. The architecture workflow is briefly described be-

low: 

1. By using the mobile application, the user will select through the Dataset Selector 

the endpoint that the application allows, from which the user wants to obtain the 

information. The Dataset Selector will send the URI of the selected dataset re-

turned to the application. 

2. After the endpoint is selected, the device camera will be activated and the user 

will have to point it to the marker contained in the medicine box. 

3. This marker will be received by the AR module and the Vuforia API and will be 

sends to the Marker Recognition module. 

4. The Marker Recognizer will analyze the marker and get the keyword to search 

from it, the keyword will be sent to the Data Query Manager along with the URI 

of the selected endpoint. 

5. With the URI of the selected dataset and the keyword to search, the Data Query 

Manager component launches a process to retrieve the information stored in the 

selected datasets in the Dataset Selector component. 

6. During the process of querying and retrieving data from the datasets, the Linked 

Open Data Extractor component analyzes the information retrieved and, if rele-

vant, extracts it. 

7. When the information is extracted the results are sent to the Marker Recognizer, 

these results send a keyword to the component selector of 3D models, and like-

wise send the retrieved information to the AR module. 

8. The 3D Model Selector with the keyword commands to search the repository of 

3D models. 

9. The 3D Models Repository returns the selected model to the 3D Model Selector. 

10. The 3D Model Selector sends the 3D model to the AR module. 

11. The AR module with its Vuforia API prepares the 3D model together with the re-

trieved information to be presented to the user and sends it to the Response Build-

er component. 

12. The Response Builder component is responsible for preparing and giving the lat-

est details to the 3D model and retrieved information and sending them to the 

Mobile Application. 

13. Finally, the Mobile Application shows the 3D model and the recovered infor-

mation superimposed on the marker pointed by the user so that he or she can in-

teract with them. 

The Fig. 2 depicts a UML sequence diagram with the interaction among compo-

nents belonging to architecture and the previously described workflow. 
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Fig. 2. UML sequence Diagram of the Proposed Integration Architecture’s Workflow. 

In the workflow of the architecture, the extraction of drug information is carried 

out in the Semantic Layer using the Data Query Manager and Linked Open Data 

Extractor components. Is important to mention that in the analysis of the literature we 

did not find an architecture designed for native applications of mobile devices which 

integrates AR with the support for loading 3D models and that it obtains information 

from triplestores of the medical domain available in the LOD cloud through the 

SPARQL-based queries execution. On the other hand, this architecture allows to be 

configured easily for its use in other domains such as tourism, government, cross 

domain, geography and social networking, to mention but a few, through the loading 

of new markers, 3D models and the generation of SPARQL-based queries corre-

sponding to required domain. 

The use of Vuforia API for AR is based on some of its benefits, such as the easy 

creation of natural markers using images, a cloud database to store such markers, as 

well as a better recognition of markers [14] [15]. Additionally, Vuforia API provides 

an easy integration with the Unity development platform, which makes the develop-

ing applications for different devices will be faster and loading 3D models easier. For 

the implementation of the architecture the minimum requirements of software and 

hardware with which the mobile device must count, is the Android Operating System 

in its version 5.1, with a camera of 5 MP of 30 fps. with autofocus, 1GB RAM, WiFi 

connectivity, also integrated accelerometer and gyro and at least a 4-inch display for 

better viewing of information. 
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4 Case Study: Search a drug's information in an RDF dataset 

of the LOD cloud 

For this case study, a search for information about a specific drug is performed on an 

RDF dataset of the LOD cloud on medications. The RDF dataset used is DrugBank, 

although it is possible to use other RDF dataset of drugs. 

1. Let us suppose that a medical student needs to know different aspects of the drug 

Ibuprofen as are its indications, chemical formula, among other aspects. 

2. Although it has a large number of pages with quality information about the drug, 

the student is not able to retain the information about the drug for a long time, so 

he has to constantly review that information. 

3. Therefore, the student search for other options that help him obtain reliable infor-

mation about the drug and also allow him to interact with this information in order 

to improve the retention of the same. 

Our solution alternative is based on the proposed integration architecture for the 

development of a mobile application that integrates AR with LODD cloud in order to 

provide the user, in this case the medical student, an intuitive way to improve the 

understanding the information of the drug consulted. The user would point with the 

mobile device's camera to the marker present on the medicine packaging, this can be 

its bar code, from recognition of the marker would get the keyword to search in the 

RDF dataset DrugBank for more information on the drug. 

Listing 1 depicts the SPARQL-based query, which is executed in the RDF dataset 

DrugBank and it allows retrieving information about the drug Ibuprofen in which case 

its ID for searching in the RDF dataset DrugBank is DB1050. 

 

Listing 1. SPARQL-based query to retrieving information Ibuprofen. 
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Fig. 3 shows the results retrieved by the SPARQL-based query which are infor-

mation about the drug Ibuprofen. It must be mentioned that it is possible to obtain 

more information about the drug, however, only some of them are represented. 

 

 

Fig. 3. SPARQL-based query results about Ibuprofen. 

As presented in the Fig. 3 the results are retrieved in tabular form, so that in our so-

lution alternative it is intended that the interaction between these results and the user 

be improved by the integration of 3D models that represent some of these results re-

covered. Figures 4a-c, depict how some of the results retrieved would be represented 

by 3D models. 

 

 

Fig. 4a, 4b and 4c. Different recovered results represented by 3D models. 

The proposed solution pretends that 3D models representing results, as shown in 

Figures 4a-c, are presented to the user by utilizing AR, enhancing the user's interac-

tion with the information so that by presenting the information in this way it is easier 

for the user to understand, learn and retain information about medicines and in this 

way expanding the possibilities of learning through the use of technologies that are 

practically within the reach of all like a smartphone. Another aspect to emphasize is 

that RDF datasets are intended to be used with information from sources fed by scien-

tists and doctors, which makes them information of great quality and reliability, rea-

son why the users can be assured that it is reliable information. 

5 Conclusions and Future Work 

The information obtained from knowledge bases belonging to the LOD cloud is pre-

sented in tabular or graphical form and, although this way of presenting the data is 

"For the treatment of 

pain (muscular and 

rheumatic), sprains, 

strains, backache and 

neuralgia" 

C13H18O2 

Solid 
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easy to read for most users, it does not improve the interaction between them and the 

information obtained, therefore, AR can be used as an alternative to solve this interac-

tion, for which we analyzed several works related to the LOD cloud, AR and the inte-

gration of these technologies, based on this analysis we can conclude that these tech-

nologies complement one another. On the one hand, AR helps to improve users' visu-

alization and interaction with information retrieved from the RDF dataset of the LOD 

cloud queries, while retrieved information helps to overcome constraints on without 

growth and static information of AR applications. 

As a future work, we have contemplated the development of the mobile application 

of AR to show the usefulness of the architecture, for the development of this applica-

tion we must construct the AR module for the recognition of markers as well as to 

present the 3D models, similarly it will be constructed the module for the consultation 

and retrieval of information through queries to the RDF datasets of the LOD cloud, 

this module will be based on the proposed architecture.  
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Abstract. Faceted browsers have become a popular interface paradigm, since 

they combine the visualization of data that are part of a graph with data filtering 

techniques. On the other hand, NLP (Natural Language Processing) allows the 

use of everyday or natural language to interact with computer systems. LOD 

(Linked Open Data) cloud is the collection of datasets published in Linked Data 

format and covers a large number of domains, but the interaction with them is 

intended to be exploited by experts. Because of the problematic raised it is pro-

posed the creation of an integration architecture for Linked Open datasets in a 

faceted browser with recognition of voice commands, so that through the NLP, 

on voice commands issued by the user, SPARQL queries will be generated to 

perform the search and navigation among the data stored in datasets available in 

the LOD cloud. 

Keywords: Faceted navigation, Linked Data, Natural Language Processing, 

Voice recognition. 

1 Introduction 

LOD cloud [1] is the union of structured datasets published in Linked Data format, 

relationships between entities are found in it and allows making new discoveries of 

related information. It covers various domains such as: geography, government, social 

networks, life sciences, among others [2]; however, current mechanisms for retrieving 

semantic information are intended to be used by expert users, making the access to 

such information difficult for inexperienced users.  
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On the other hand, Web applications commonly incorporate interfaces that are lim-

ited to the capture of data through keyboard or touch screens, making the interaction 

become complicated and unnatural [3]. 

The main contribution of this paper is the creation of an architecture for Linked 

Open datasets in a faceted browser with recognition of voice commands, so that 

through the NLP, on voice commands issued by the user, SPARQL (SPARQL Proto-

col and RDF Query Language) queries will be generated to perform the search and 

navigation among the data stored in datasets available in the LOD cloud. Through the 

use of facets the users are provided with a list of results by which they will navigate to 

other data related to their search. This proposal will also give users the ability to dis-

cover additional information within Linked Datasets that are part of the LOD cloud. 

We consider that the development of an architecture based on voice command 

recognition for faceted search in Linked Open Datasets will provide the following 

benefits: a) Obtaining information and systematically navigate large amounts of in-

formation that cannot be processed without automatic support; b) Unify information 

from triplestores linked through their properties (predicates), and c) Voice commands 

will be used as the main means of interaction between users and the faceted browsers. 

This paper is structured as follows: Section 2 describes recent work related to our 

proposal. The layers and components of the proposed architecture are described in 

Section 3; Section 4 presents a case study for the search and faceted navigation on 

Linked Datasets corresponding to Life sciences domain, through voice commands. 

Finally, conclusions and future directions are addressed in Section 5. 

2 Related Works 

There are several works that studied how to obtain information from different Linked 

Open Datasets through queries, some of these works obtained encouraging results 

using multimodal interfaces for an easy and natural interaction of the users with the 

applications. The following, describes a set of initiatives related to the proposed work. 

 The semantic search satisfies a wide range of information retrieval needs compared 

to traditional full-text search. Based on the above problem, Tablan et al. [4] presented 

Mímir, an open source semantic search framework for interactive information seeking 

and discovery.  Mímir performs an integrated semantic search over text, document 

structure, linguistic annotations and formal semantic knowledge, it also supports 

complex structural queries, as well as basic keyword search.  

 An architecture for interfaces based on NL (Natural Language) and techniques of 

automatic translation of statistics SMT (Statistical Machine Translation) was present-

ed by Revuelta-Martínez et al. [5] to translate the sentences obtained from voice 

commands issued by the user in a formal query language that is sent to the database 

manager to retrieve the information. 

 The use of smartphones and tablets to access the Web has increased, but the re-

duced size of the screen and keyboards has caused interaction with graphical interfac-

es to be complicated. In this sense, in [6] a framework that is used to develop systems 

of adaptive oral dialogue was presented. Such framework combined knowledge repre-
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sentation, NLP, user modeling and intelligent information retrieval for facilitating 

personalized access to information through speech.  

 Heck et al. [7] proposed an open-source conversational system that combined the 

power of browser interfaces with multimodal entries and data extracted from search 

records. Two input modes have been considered for interacting with the browser, 

Web page interfaces and their elements: 1) Speech and hand gestures, and 2) The 

combination of both. Microsoft's Kinect sensor has been used for voice recognition 

and motion detection 

 Paredes-Valverde et al. [8] presented a NL interface that allows non-expert users to 

access databases of semantic knowledge, through NL queries. NLP, POS (Parts of 

Speech Tagging), lemmatization, NER (Named Entity Recognition), synonymous 

expansion and semantic annotation techniques were used to obtain semantic infor-

mation of the questions. The interface consists of four tasks: a) Pre-processing of the 

knowledge base; B) Processing of the NL of the user's question; C) Generation of 

SPARQL-based queries, and d) SPARQL queries execution for the results recovery.  

 With the aim of achieving that users indicate by voice commands to a computer 

what they want to search, using any number of sentences, in [9] an approach to design 

and develop a semantic Web search system using NL was presented. In such an ap-

proach, an ontology set were used to store domain structure and data, as well as to 

describe the meaning of user queries. 

 Paredes-Valverde et al. [10] presented ONLI (Ontology-based Natural Language 

Interface) for DBpedia. User through voice commands, expresses a question, the 

question processing module performs the NLP of the question to obtain the semantic 

information of its elements, the elements that have been obtained are consulted in the 

knowledge base, after that the information is organized in the question model, then 

the search and response module manages the ambiguities and obtains the possible 

responses from the knowledge base, finally, these are organized by relevance and are 

shown to the user. 

 For communication between a human and a computer it is necessary that the latter 

has communication capabilities, to achieve such capabilities. Hence, Serón & Bobed 

[11] presented a built-in conversational agent system that exploits the knowledge 

provided by Linked Data to assist users in their search tasks, and returns only relevant 

results for a Mechanical domain, such results were presented as text, image or video 

formats.  

 In [12], MEANS, an automatic response system to medical questions with the 

combination of NLP techniques and semantic Web technologies, was presented, 

which allows a deep analysis of questions and documents. The system responds to 

questions in the English language that have been expressed through NL. NLP tech-

niques were applied to analyze the source documents used to obtain the answers. 

 Although there are several works related to the proposed work, with the help of the 

comparative presented in Table 1, it is highlighted that most of the analyzed initia-

tives handle several modalities for the recovery of information such as speech, text, 

on-screen strokes, gestures, speech, to mention but a few, or through them they devel-

oped oral dialogue systems, however, not all works retrieve knowledge base infor-
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mation from the LOD cloud, but they use relational databases, multimedia or files of 

different formats. 

 

Table 1. Comparative summary of multimodal search systems, semantic query and analyzed 

search engines. 

 

The most of the works consume data on a single domain, different of medical, with 

the exception of the MEANS system, however, its corpus of responses does not in-

clude LOD cloud. After analyzing the literature, it is concluded that we do not find 

Initiative Modality Context Data 

source 

NLP 

Mímir [4]. Web Application 

Environmen-

tal science 

and research 

LOD Yes 

Multimodal interaction for 

information retrieval using 

NL [5]. 

Web application with 

interface based on NL 
Transport 

Relational 

DB 
Yes 

Framework to develop 

systems of adaptive oral 

dialogue [6]. 

Mobile application with 

voice recognition interface 
Transport 

Relational 

DB 
Yes 

Multimodal Conversational 

Search and Browse [7]. 

TV navigator with recogni-

tion of voice commands 

and gestures. 

Not specified 

Datasets 

from 

speakers 

Yes 

NL interface to access data-

bases of semantic 

knowledge [8]. 

Web application with 

interface based on NL 
Music 

Linked 

Data 
Yes 

Semantic Web Search Us-

ing NL [9]. 

Web application with 

interface based on NL 

Transport 

and Tourism 

Know-

ledge base 
Yes 

Ontology-based system for 

querying DBpedia using NL 

paradigm [10]. 

Interface based on NL Education LOD cloud Yes 

Conversational agent sys-

tem that exploits Linked 

Data [11]. 

Web application with 

multimodal interface with 

voice command recogni-

tion 

Mechanics 
Linked 

Data 
Yes 

Medical question-answering 

system [12]. 

Web application with 

voice command recogni-

tion 

Medical Data base Yes 

Integration Architecture 

based in Voice Command 

Recognition for faceted 

search in Linked Open 

Datasets. 

Web application with 

voice command recogni-

tion 

Medical LOD cloud Yes 
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any work that covered the characteristics such as the search of information in the 

LOD cloud through voice commands, faceted navigation of data, integration of data 

from different triplestores and discovery of additional information in the Web, corre-

sponding to the proposed work. 

3 Architecture 

The proposed architecture allows the querying of datasets that are part of the LOD 

cloud, the users will be able to perform semantic search and navigation using voice 

commands. This will grant only relevant results to the user, since through the use of 

facets the results are filtered in an iterative way. 

3.1 Architecture description 

The proposed architecture is based on layers in order to facilitate its organization and 

maintenance, each layer is integrated by components, and some of these in subcom-

ponents which carry out tasks and functionalities that generate workflows among 

them. Fig. 1 depicts the architecture, its components, and the relationships among 

them to obtain a better understanding of it. 

 

 

Fig. 1 Architecture based on Voice Command Recognition for faceted search in Linked Open 

Datasets. 
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The general function of each layer of the architecture is briefly described below: 

 Presentation Layer: This layer represents the Web interface that exists between 

the user and the application, within it there are components that allow the interac-

tion of the user with the application, such interaction is not limited only to the 

touch type, but also includes recognition of voice commands. 

 Integration Layer: This layer has the necessary components to make the commu-

nication between Presentation Layer with Semantic Layer and the Linked Open 

Data. 

 Natural Language Layer: In this layer, there is communication with the Presen-

tation Layer through the NLP Module component, where the transformation of the 

voice commands to text is performed to be later processed by the Command Vali-

dator component that has communication with the Semantic Layer.  

 Semantic Layer: This layer takes care of the integration of the components that 

interpret the queries that come from the Natural Language Layer and extracts the 

results obtained from the selected dataset before starting the search, such results 

are sent to the Integration layer for prior processing before being presented to the 

user.  

Despite the LOD cloud is not considered as a layer of the architecture, it is depicted as 

an external component that, although it is not developed and managed by us, it is an 

essential component which allows the consumption of its data through its SPARQL 

Endpoints and the SPARQL-based query execution [1]. 

3.2 Components Description 

The components in each layer have specific functions that determine their behavior 

and are explained briefly below: 

 Presentation Layer: 

─ Web Application: This application provides a GUI (Graphical User Interface) 

developed through the frameworks JavaServer Faces and Primefaces, the latter 

for the responsive design of the page. The GUI provides the voice commands 

given by the user, also the search and faceted navigation is performed, optional-

ly the discovery of information is performed, and the results obtained are shown 

to the user. 

 Integration Layer: 

─ Dataset Selector: Through this component the user has the option of choosing, 

via voice commands, a Linked Open dataset available in the dataset dictionary. 

This component also sends the URI (Uniform Resource Identifier) of the da-

tasets in order to get the appropriate SPARQL Endpoints, that is, the namespace. 

o Endpoint Selector: This subcomponent obtains and sends the namespace for 

each dataset to the Data Selector component. 

─ Faceted Query Builder: This component uses a document in XML or JSON 

format built by the Faceted Manager component, extracts and processes the in-

formation so that the obtained facets are displayed in the Web Application GUI. 
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─ Response Builder: This component receives the responses from SPARQL-

based queries executed, it retrieves the useful information from the responses 

and creates a document with the result list related to the user search, such docu-

ment will be presented in XHTML format to the user. 

 Natural Language Layer: 

─ NLP Module: Its main function is to obtain the relations among the relevant 

words contained in the commands emitted by the user and the semantic relations 

between these words and the properties contained in the dictionary stored in the 

Command Validator component, to later send the commands like keywords to 

the Data Query Manager component. 

─ Command Validator: In this component, the dictionary of terms is stored, this 

is built with information about datasets that belong to determinate domains e.g., 

some of the datasets of the Life sciences domain included in the dictionary are: 

PubMed, Bio2RDF, BioPortal, to mention but a few. The dictionary also con-

tains keywords that allow you to perform special actions such as "discovery" for 

discovery of additional information, "back" or "restart" for star a new search. 

 Semantic Layer: 

─ Data Query Manager: This component initiates a process to retrieve the in-

formation in the datasets that involves the SPARQL-based query execution, in-

cluding their properties that will allow navigation among more datasets through 

the discovery of links in the Web. When the component cannot retrieve the 

properties of the datasets it gets the list of properties, then the Semantic Linked 

Data Querier subcomponent executes a process to obtain the information stored 

in the datasets. 

─ Linked Open Data Extractor: The function of this component is to analyze the 

information stored in the LOD cloud and if at any time such information is nec-

essary, it is extracted. The Data Extractor subcomponent extracts the appropriate 

information once the Data Query Manager module has determined what infor-

mation is to be obtained from the Linked Data source and the Semantic Linked 

Data Querier subcomponent has been executed. 

─ Faceted Manager: This component is responsible for the creation of facets cor-

responding to the results obtained after the extraction process of information, 

later it will create an XML or JSON file that will be sent to the Faceted Query 

Builder component. 

─ Links Discovery: Once at least one user search has been performed, this com-

ponent allows discovering information related to the search keywords provided 

by the user as voice commands, such functionality is possible with the use of the 

Silk Framework that will be responsible for discovering the links related with 

the search keyword. 

 Linked Open Datasets: Although it is not an element of the proposed architecture, 

Linked Open dataset interacts with architecture as an external element. The Linked 

Open dataset contains the structured data information of different resources on the 

Web where the SPARQL-based queries will be applied.  
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3.3 Workflow description 

The workflow for searching through keywords and using the selected facets is similar, 

in the first type of search users give keywords to perform their search, while in the 

second the user selects some facet of the results obtained during the search. For a 

better understanding, the workflow of the architecture is briefly explained below: 

1. Through the Web application the user makes a request based on the HTTP (Hyper-

text Transfer Protocol) by entering a keyword or a selected facet. 

2. Once the voice command has been received in the user interface, the NLP Module 

component performs the conversion of the voice command to text so that it is sent 

and analyzed using the Command Validator component that will determine if the 

command corresponds to a valid dataset and is considered a keyword, if so the da-

taset predicates are selected from dataset and predicate dictionaries. 

3. When entering a keyword using voice commands or choosing a facet, the Dataset 

Selector component sends the URIs of the datasets to the EndPoint Selector sub-

component to obtain the appropriate SPARQL EndPoints. 

4. The Data Query Manager component executes a process for retrieving the infor-

mation stored in the selected datasets. 

5. During the data retrieval process, the Linked Open Data Extractor component ana-

lyzes the information obtained and, if relevant, it is extracted by this component. 

6. When the information is extracted, the Faceted Manager component obtains the 

results and creates a document in XML or JSON format with the information com-

ing from the LOD cloud, such results will represent the facets through which users 

can navigate, the document is sent to the Faceted Query Builder component. 

7. Based on the results stored in the XML or JSON document, the Faceted Query 

Builder component generates the facets that are displayed in the GUI of the Web 

application and through which the user can search for more information through 

voice commands or chooses some facet with results. 

8. Finally, facets and results are displayed to the user via the GUI in the Web applica-

tion. 

9. Additionally, the user can perform related information discovery by repeating steps 

1-3, the Command Validator component sends the keywords to the Links Discov-

ery component, which will be responsible for carry out a mapping among the key-

words and similar items included in DBpedia as nucleus of the LOD cloud [13] in 

order to discovery information related to user’s search. 

10. The Builder Response component receives the information obtained by the Links 

Discovery component, it prepares a list with the results that will be shown to the 

user through the GUI in the Web application. The user can choose some of the re-

sults obtained and the link pages will be opened externally to the Web application. 

4 Case Study  

For this case study, the domain selected within the LOD cloud is Life Sciences and as 

RDF dataset we chose BioPortal [14], a repository of biomedical ontologies. 
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SNOMED CT (Systematized Nomenclature of Medicine - Clinical Terms) was con-

sidered as source of information, however, it is allowed to use other information 

sources only if they are in Linked Data format. Suppose that a pregnant patient was 

recently diagnosed with hypertension and is interested in knowing information related 

to the disease and its condition. 

When the application opens a list of Linked Open dataset is shown and it requests 

to select one, which in this case is BioPortal, then it will issue the voice command 

"BioPortal", later the user issues a voice command to start navigation, it is validated 

that this first command is in a medical dictionary, in such case, the first SPARQL 

query is generated according to the search criteria, as already mentioned the data 

source for this case will be SNOMED CT so the command that initiates navigation is 

"SNOMED". Suppose that the patient issues the first command “Hypertension” and it 

exists in the dictionary, then a list of results is returned through which the user can 

navigate. 

 Suppose the patient observes that there is information about her pregnancy-related 

disease in the results and gives the voice command “Hypertension complicating preg-

nancy”, then the SPARQL query shown in Fig. 2 is generated according to the search 

criteria and two results are obtained, where now the patient should give voice com-

mand as one of the elements deployed. 

 

 

 

 

 

 

 

 

 

 

 

Fig 2. SPARQL-based query executed in the scenario of Case Study 

With the process described above the patient will navigate through the results ob-

tained from SPARQL queries through voice commands, this way she will continue to 

navigate iteratively until she finds the results that satisfy her search or grant a special 

voice command as "restart" to start a new search. Fig. 3 shows a navigation graph that 

helps to better understand the aforementioned navigation flow. 
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Fig 3. Navigational graph of the search through voice commands 

The previous figure shows the navigation that is done through voice commands issued 

by the user and how they govern the navigation between the data contained in the 

RDF dataset, since the SPARQL queries are generated according to them. It is also 

shown that some of the results of the queries are associated with a series of synonyms, 

that is, terms that link to the same information. 

 The case study presented shows that it is possible to perform search and navigation 

in an RDF dataset, so that with the use of the architecture proposed in this work it is 

intended to develop a Web application that allows showing the results of the previous 

queries through facets and allows the user to navigate among them through the use of 

voice commands.  

5 Conclusions and Future Work 

The current semantic information retrieval mechanisms are intended to be used by 

expert users, on the other hand, Web applications usually integrate interfaces where 

normally the data capture is given through keyboard or touch screens, so the interac-

tion is little natural and intuitive.  

Based on the problems raised, we have proposed the creation of an architecture 

based on voice command recognition for faceted search in Linked Open Datasets, 

which benefits from NLP to reduce the gap between systems to navigate and explore 

semantic data available in the LOD cloud and users. The architecture is made up of 

four layers: Presentation, Integration, NL and Semantic. Each layer contains different 

components and the relationships between them give rise to the workflow. In the 

same way, a case study was presented for searching and faceted navigation in Linked 

Data that responds to the domain of the Life Sciences, through voice commands, said 

case study exemplified the usability of the proposed architecture. 

As future work, we have contemplated to develop three modules; the first is a fac-

eted navigation module in knowledge bases of the LOD cloud of medical domain and 

other domains through the recognition of NL, the second module will allow exporting 
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the obtained results in the common formats including Spreadsheets, PDF, JSON and 

XML, and the third module will allows saving faceted navigation history of the user 

search to optimize the processes of search, faceted navigation and links discovery in 

the LOD cloud. With the development of these modules we pretend provide an alter-

native of solution to reduce the limitations of interaction with the systems that exploit 

the semantic data available in the LOD cloud. With the development of the proposed 

architecture the following benefits will be obtained: a) Obtaining information and 

systematically navigate large amounts of information that cannot be processed with-

out automatic support; b) Unify information from triplestores linked through their 

properties (predicates), and c) Voice commands are used as the primary means of 

interaction between users and browsers with facets. 

Some of the challenges expected through the development of the faceted browser 

are to provide reliable information to the user, because the sources of information are 

not managed by us, a study of Linked Open datasets will be done to determine which 

ones will be used to provide useful and reliable information. Likewise, it is contem-

plated that the developed browser be integrated to a third-party system that, like the 

present work, are still in development and belongs to the medical domain, therefore a 

challenge is to guarantee a correct integration. 
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Abstract. The absorptive capacity (ACAP) construct has been defined as an 

organizational dynamic capability to identify, assimilate, transform and apply 

external knowledge in a productive way. While many researchers have focused 

in conceptual refinements of this construct, this research emphasizes on 

computer simulations to design actual ACAP in organizations. This paper 

suggests a lack of design of the ACAP conceptual models inferred from the 

reviewed literature and a new implementable design of the ACAP construct is 

proposed. An agent-based system implements the model of ACAP by 

completing previous proposals taking into account practical issues of 

knowledge flow both inside the organization and in its interaction to its 

environment. This new design sheds light upon an actual implementation of the 

ACAP construct able to support effective knowledge absorption at 

organizations. 

Keywords: Absorptive capacity, knowledge management, engineering 

organizations, technological innovation, agent-based systems. 

1   Introduction 

Knowledge is a central concept in the knowledge-based view of the firm (KBV) 

[1-3] as well as in organizational learning theory [4, 5]. These approaches recognize 

knowledge as a critical asset to produce competitive advantage [6]. The KBV 

addresses the modes of knowledge in organizations whether codified or not (explicit 

or tacit) [7, 8]. KBV seeks to explain performance of the firm [2] on the basis of 

knowledge and, therefore, the way appropriable knowledge makes competitive 

advantage sustainable. Besides, KBV considers knowledge an intangible and difficult 

to imitate resource. Knowledge may be intra-organizational and extra-organizational 

transferred. In addition, KBV acknowledges individual shrewdness and abilities as 

hard to transfer (tacit) knowledge and keeps together operational knowledge and 

learning [9]. Accordingly, identification of the means of exploiting transferred 

knowledge in organizations when seeking competitive advantage and productivity 

becomes relevant: Innovation and strategic flexibility may conduct to competitive 

advantage in a dynamic market. Technology and technological knowledge provide the 

foundation for competitive advantage based in innovation [10].  
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This research introduces (i) the design of an ACAP construct able to describe both 

knowledge acquisition-exploitation, and (ii) results from an agent-based computer 

simulation of the ACAP model. 

The remaining part of the document is structured as follows: previous studies on 

ACAP are analyzed, then the research methodology conducted and main findings.  

Finally, a proposed design for ACAP construct is introduced. 

2   On the absorptive capacity (ACAP) construct 

The ACAP construct [11]  refers to an organizational capability [12-14] consisting 

of three dimensions: capacity to (i) identify or recognize, (ii) assimilate, and (iii) 

apply or exploit knowledge available in the organization environment.  The ACAP 

construct was originally defined as an ability based on previous knowledge [11] to 

recognize the value of new information, assimilate it and apply it to commercial 

purposes. This proposal of ACAP is highly conceptual and, therefore, it is a loosely 

implementable model. 

2.1   The birth and development of the ACAP construct 

Literature [15] identifies three stages of the research on ACAP: (i) emergence of 

the ACAP construct (1989-2001): ACAP was developed in management science 

based on descriptive works [11, 16], (ii) conceptual foundation and establishment of a 

research domain stage (2002-2007), the ACAP construct is conceptually refined [17-

20], extending research to organization theory, and (iii) stage of research domain 

consolidation (2007-now). 

Results of the studies on ACAP may be classified as follows: identification of the 

components of ACAP [19, 21-23], the role of contextual conditions and other external 

factors regarding innovation in organizations [24], and, even, applications [25] [26], 

design of measurement instruments [27], experimental research [28] and their 

relationship to technology transfer [29]. 

2.2   ACAP and organizational routines 

After twelve years from the seminal paper [11], ACAP was importantly re-

conceptualized [20] as a set of organizational routines and processes to (i) acquire, (ii) 

assimilate, (iii) transform, and (iv) exploit knowledge to produce an organizational 

dynamic capability [12].  In other words, the ACAP construct is evoked as a dynamic 

capability that broadens organizational abilities to get and sustain competitive 

advantage [6] to generate organizational changes in a strategic manner. 

When comparing this proposal [20] to the original construct [11], ACAP appears 

as a (i) dynamic capability, (ii) identifies components of ACAP as organizational 

routines, and describe their roles [30], and (iii) identifies conditions under which 

components of ACAP are able to create value. These allow to search for explanations 

on the differences between two organizations operating in the same economical 
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sector, and, the most important issue, to prescribe those differences.  However, the 

absence of details in the re-conceptualization prevents any implementation 

(operationalization) of the construct. 

A third re-conceptualization of ACAP [19] returns to the original idea of ACAP 

consisting of (i) identify or recognize knowledge value, then proposes two parallel 

processes (ii) acquisition and (iii) assimilation before completing (iv) knowledge 

transformation in order to (v) exploit (apply or benefit from) knowledge. In addition, 

this re-conceptualization includes a feedback loop making coherent the structure and 

dynamics of ACAP as an organizational capability, that may not be easily captured by 

analytic (linear) methods. 

2.3   ACAP and organization capabilities 

 

An organizational capability is a high level routine that, by means of organizational 

specific processes and resources, enable senior management a set of options to make 

decisions to produce meaningful results of a particular kind. Usually, these results are 

strategic goals that use available know-how (knowledge) and non-specific 

organizational resources [31, 32]. 

Organizational capabilities may be classified as either operational or dynamic 

capabilities. An operational capability is a set of competences and abilities 

determining the effectiveness of an organization to perform missionary daily 

activities. In contrast, a dynamic capability is the ability to integrate, build, and 

reconfigure operational capabilities [14], as well as internal and external competences 

to address fast changes in the environment [33]. Dynamic capabilities addresses 

organizational change.  Therefore, they allow to look for a proper-contextualized 

answer to fluctuating environments, and an implementation of a course of action of 

the organization revealing evolutionary features of organizations. 

Accordingly, the components of ACAP –organizational routines [30] – are grouped 

into two sets: potential absorptive capacity and realized absorptive capacity. Potential 

ACAP organizational routines are knowledge acquisition and knowledge assimilation. 

Realized ACAP organizational routines are transformation and exploitation. The aim 

of routines of potential ACAP (PACAP) is to foster organizational receptiveness to 

external knowledge, which is loosely equivalent to the dimension “recognize 

knowledge value” [11]. Routines of realized ACAP (RACAP) are aimed to leverage 

organizational learning based on absorbed knowledge.  

Researchers of the first decade of the 21st century suggest that these organizational 

routines provide systemic, structural, and procedural mechanisms allowing 

organizations to exploit knowledge by chance and, even so, get long range benefits, 

despite barriers such as “appropriability” (i.e. institutional dynamics, such as 

intellectual property, affecting organizational capabilities to protect their rights to 

benefit from new products or processes). Knowledge appropriability is in inverse 

relation to the organizational propensity for investment in research and development 

(R&D) [18]. 

However, this model [20] exhibits ambiguities [19], for instance the omission for 

routines that in the original proposal are just components of the construct “recognition 
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of the value of external knowledge”. Literature warns [19] that linear analytical 

models [11, 20] do not describe properly the complexity of the causal relationships of 

ACAP that explain dynamics of ACAP through organizational learning processes: 

exploratory, transformative and exploitation [18]. 

A new model of ACAP [19] (i) resumes the component of knowledge value 

recognition [11] including it as one of its components, (ii) extends the scope of 

incidence (either positive or negative) of the social mechanism of integration [17] to 

all the organizational routines by theorizing contingency factors, (iii) includes into the 

set of contingency factors power relationships influencing both knowledge assessment 

routines and knowledge exploitation routines, (iv) recognizes complex relationships 

between the dimensions of assimilation and transformation, (v) redefines 

transformation routines, and (vi) includes feedback loops characterizing dynamics and 

complexity of the phenomenon. 

From this point of view, an organization may be conceived as a knowledge 

repository. An organization may be modeled as an instrument to transfer and develop 

knowledge not just next to other related organizations (i.e. not just create or apply 

knowledge, which is an static view), but exposed to a knowledge flow. Hence ACAP 

seems to be the best suited construct to explain the way an organization may be able 

to actually acquire knowledge and make it productive. This is important because prior 

studies indicate that knowledge transfer depends on the level of ACAP as well as the 

complexity of the knowledge being transferred and social aspects in turbulent 

environments [9].  

A structure that targets knowledge management [34] deploys in four organizational 

learning processes: (1) knowledge acquisition, (2) information distribution, (3) 

information interpretation, and (4) organizational memory. This process structure 

resembles and complements the absorptive capacity (ACAP) construct. 

3   Methodology  

To accomplish the aim of this research, the ODD protocol [35] was used to 

separate modeling from implementation details and computer programming languages 

[36]. In this way a conceptual model of an agent-based system was completed. In that 

model agents are organizations, knowledge ‘flow’ represented by ‘technological 

artefacts’ as well as ‘people’ external to the organizations, and organizational barriers 

to access knowledge. These describe the situational domain and the model 

specifications after the phases (I) Overview, (II) Design concepts and (III) Details. 

Knowledge is understood and represented as organizational routines. Each 

organization in the model has its own set of organizational routines. An organization 

has full access to ‘technological artefacts’ and ‘people’ routines in its neighborhood 

(they have the capability to identify knowledge in the knowledge flow) in order to 

decide either to “capture” the knowledge in the external flow or not. In addition, an 

organization has a ‘knowledge base’ which is a list of tasks to perform their activities. 

Knowledge decay in data and, therefore, disappears from the model. 

Verification of the model included code verification in terms of (i) error detection 

and debugging in the computer program, and (ii) evaluation that the implemented 
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program corresponds to its specifications ion ten conceptual model. This leads to 

evaluate if the conceptual model has been implemented in the programming language. 

This was done before the validation process [37].  Validation of agent-based systems 

is a difficult task when tackled in the same way as scientific traditional models [38-

40]. In this research, validation was accomplished by subject experts [41] of health 

and insurance organizations.  

4 Configuration of the Organizational Absorptive Capacity 

A previous study [42] identifies knowledge as the main element involved in 

organization dynamics, confirming that intangible elements are the main elements to 

generate organization identity and sustainable competitive advantage [43]. In order to 

take advantage of this and avoid the flaws of previous models, we proposed a re-

design of the ACAP construct. While some ACAP models [11, 19] lack of an explicit 

specification of the interrelationship of the organization and its environment, the 

design introduced in this research paper considers environmental elements as 

determinants of the components of the construct. Furthermore, the aim of this new 

model is not to describe but to prescribe the way organizations may implement 

ACAP. This is done to provide organizations with assistance to design their own 

means to identify interactions between them (organizations) and the environment 

where knowledge is taken from. 

In this re-design, several organizational routines were identified as the elements 

causing knowledge to flow and be seized or not seized. From this on, organizational 

routines are organized in classes or categories: Identification and recognition, 

acquisition, assimilation, adoption/adaptation, acceptance, transformation, 

exploitation and innovation.  Finally, they were assembled in a unique artefact by 

means of both internal and external (environmental) knowledge flows (Fig. 1). 

 
Fig. 1. A re-design of the construct absorptive capacity ACAP. 
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4.1   Information, knowledge and ACAP 

Knowledge is different from information. Knowledge can be obtained by means of 

cognition and interpretation processes, only [44]. Learning organizations acquires 

knowledge by means of adaptive learning – assuming environmental changes but 

making minor changes –or not at all- in mental models (paradigms)- and via 

generative learning –which is creative and produces changes in the organizational 

“mental” model [45]. Knowledge in organizations is verified in relation to structures 

and organizational routines, since it is not derived from information available to any 

particular member of the organization but emerges as a property of the learning 

system materialized in people (i.e. human capital) [46]. Besides, it is shaped by the 

interaction between different learning processes that constitute the organization [47]. 

Tacit knowledge is embodied partially in habits and organizational routines.  This 

makes tacit knowledge irreducible to information [44] and not able to be transmitted 

in a codified form.  On the other hand, economic agents depend on tacit knowledge 

[48] and, in turn, all the abilities and decisions depend on tacit knowledge. Hence the 

importance of having a construct that allows a more real or concrete implementation. 

The proposed design of the construct (Fig. 1), acknowledges ACAP as a complex 

construct [49]. ACAP is integrated by different, mutually interacting components 

which in turn allows the organization interact with its environment. Its components 

are routines (potential and accomplished ACAP) to identify and recognize knowledge 

value from organizational environment, acquisition, assimilation, adoption/adaptation, 

acceptance, transformation, exploitation and innovation (Fig. 1). 

In this model, ACAP is recognized as a dynamic capability (one of the many 

organizational dynamic capabilities). This design resumes the distinction between 

potential ACAP (Potential ACAP or PACAP) to represent the domain where 

individual action prevails over collective action, and achieved ACAP (Achieved 

ACAP or AACAP) where collective action and knowledge prevails over individual 

ones. 

The role of interactions with the environment (Fig. 1)  - some of them feedback as 

a result of knowledge transformation and exploitation- is to capture the real alteration 

of appropriability regimes, because of knowledge exploitation, by means of patenting 

or copyrights on knowledge that has been internally created. Besides, this design 

captures the internal feedback to the knowledge base which is altered by own R&D 

budget (internal budget) and it is altered by internal R&D activities, if exist.  

The main contribution of the design of this construct, that herein is being 

introduced, is the operationalization feasibility when implementing (and to 

implement) each set of organizational routines. Furthermore, this design includes 

several feedback loops (dashed lines from right to left in Fig. 1), representing 

different knowledge elements altering ACAP in itself (as the directed axis crossing 

from adoption/adaptation and identification and recognition) or inside the 

organization border (as the directed axis from innovation to knowledge base) or the 

organization and its environment (as the directed axis running from innovation to 

incentives for R&D). To the best of our knowledge, no other model is closer to 

represent dynamic nature plus inherent feedback loops of ACAP. This may ease 

computer simulation models development. 
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4.2 ACAP implementation 

 The ACAP computational model was implemented in NetlLogo 6.0.1 [50] on a 

Windows 10® microcomputer operating system. An organizational routine (OR) was 

implemented as an ordered list of tasks 1 thru n, n ∈ N  [51]. An OR consists of an 

ordered k-uple of tasks (1≤k≤n). Let ti (1≤i<j<k<l≤m; i, m∈N ) a minimal unit of 

actions. The list of tasks [ti, tj, tk, tl] is an organizational routine integrated by four 

tasks: ti, tj, tk, tl,; i< j< k< l. In general, each agent in the knowledge flow exhibits an 

organizational routine (a list) [t1, t2,… tn] where n is the size of the list.  

The organization agent (blue shuttle) is commanded by the user using the left-right 

buttons to guide the shuttle thru the flow of persons, artifacts (and barriers) (Fig. 2). 

 
 

 
Fig. 2. A screenshot of the computer simulation of the ACAP re-design. 

5 Results and analysis 

This ACAP implementation allowed experimentation with different configurations 

of the ACAP of an organization. Each execution may conclude in different results, but 

the relevance was in different behaviors as a result of a change one or more initial 

parameters (sliders) controlling knowledge flow and barriers. In addition, lifespan 

make sense to users to represent different business cycles of different ICT and 

medical products. In addition, lifespan allowed to represent ‘knowledge’ obsolescence 

in organizations. This is usually the case when, for instance, a person knows how to 

use computer command-line operating systems as UNIX, iRMX, CP/M or MS-DOS 

and then has to change to GUI operating systems. 
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When users concentrated in acquiring technological artefacts based knowledge, 

under some circumstances the number of people lowered in the flow of knowledge. In 

some runs people in the knowledge flow disappeared. Experts believed this may be a 

result of the obsolescence of people (knowledge people holds) and there is not an 

‘update’ of knowledge inside organizations. Because this model does not represent 

organizations such as universities and research centers experts considered this a 

plausible result. A symmetrical result happens when the user focused in gathering 

people. This represented an extreme context where there is no technological industry 

or international commerce. This generates a technological lag for the organization and 

its neighborhood or contextual economic sector. 

This results allows the representation of technological lag but, also, the absence of 

(organizational or national) research and development policies that tend towards to 

create incentives to the creation of new products (or services) able to be incorporated 

to the knowledge flow. This is another way to say: innovation.   

According to the (expert) users knowledge lifespan and the balanced focusing in 

acquiring ‘technological artefacts’ and (trained) ‘people’ does not guarantee any 

success of the organization in its economic context, which seemed to be the behavior 

of the computational model in some executions.  In addition, an excess in knowledge 

barriers may degrade a knowledge flow at an early stage. 

6 Conclusion 

Addressing the ACAP construct from the knowledge-based view (KBV) has shown 

the evolution of the construct from a conceptual dynamic capability of organizations 

deployed in three dimensions: (i) identify or recognize, (ii) assimilate, and (iii) apply 

or exploit knowledge available in the environment (Cohen & Levinthal, 1990), to a 

construct that is able to describe and operationalize available knowledge (Fig. 1) in 

order to create competitive advantage and improve organizational productivity. 

There are two contributions of this research. The re-design of the ACAP construct 

in terms of components with (internal and external) feedback representing knowledge 

as organizational routines, and the implementation of the model in an agent-based 

computer system. The later evidences that the re-design of the ACAP proposed in this 

research is actually implementable not just as a reference for statistical calculations 

but as a usable artefact of people in organizations. Also, in contrast to previous 

models aiming to describe what happens to ACAP, the benefit of this model (Fig. 1) 

is the capability to actual prescribe components in the construct.  

7 Further research 

There are many opportunities to continue the development of this results. At first, 

an assessment of the completeness of the ACAP design (fig. 1) may be conducted to 

determine if this construct represents all organizational routines that innovative 

organizations perform.  
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In addition, further computational development may be conducted to enrich the 

model including the role of universities and research centers to ‘reproduce’ 

incorporated knowledge in people and technological artefacts that eventually will 

flow as a part of the knowledge flow where organizations navigate. 

The implementation of organizational routines may be widen to include other 

conceptual categories of organizational routines which understand them as (i) set of 

rules or standard procedures and (ii) as trends that link to previously acquired and 

adopted behaviors that may be triggered by the proper stimuli and contexts. 
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Abstract. The effective and timely use of enterprise wide optimization models 

requires robust and reliable data acquisition systems to extract model relevant 

parameters and to drive the proposed enterprise wide coordination strategies. 

This work aims to create a knowledge-based platform for systematic and 

standardized management of the general, site and master recipes within the 

process industry. The platform allows the creation of a master recipe ready 

for the production planning and scheduling, as well as for the process 

management. As a result, recipe management functionalities are supported by a 

traceable and reliable system.   

Keywords: Decision-support system, recipe management, enterprise processes, 

knowledge management. 

1   Introduction 

In the 21st century, industry faces new challenges, many of which are concerns 

shared by society as a whole: the impact of climate change, aging population, 

availability of safe drinking water, food scarcity and cost, and the security of energy 

supplies. With these challenges come tremendous business opportunities for the 

chemical industry, which is uniquely placed to help in developing solutions through 

the creation of products that improve the quality of life, health, productivity and 

safety. For many years, companies have developed management information systems 

to support the end users to exploit data and models, with the final objective of 

decision-making. Nowadays, global competition has made some of these decisions, 

which are related to certain manufacturing characteristics, such as economic 

efficiency, product quality, flexibility or reliability, essential for the viability of the 

enterprise [1]. Specifically, an increasing number of efficient solution technologies 

are currently available to improve the profitability of industrial production. However, 

one main challenge consists of establishing efficient information sharing within 
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industrial production management systems in order to take advantage of such solution 

technologies. Indeed, a widely accepted and simple procedure of general applicability 

for direct process data exchange is still missing. In this sense, production recipes 

represent a structured piece of information, which can be shared at all decision levels. 

Production recipes contain the information to be extracted for process documentation, 

fast product design, development and integration in batch plants.  Nevertheless, it is 

difficult for any new solution to gain wide acceptance within industry as companies 

already use their established interface. From an acceptance point of view, the ISA-88 

standard could act as basis for a neutral data-exchange platform, thus avoiding costly 

custom-tailored software interfaces. 

The objective of this work is to create the recipe management functions in order to 

provide a decision support system for enterprise recipe management. Therefore, this 

work relies on ANSI/ISA-88 standard for automation and control [8], which provides 

a model encompassing the entire scope of manufacturing activities for the integration 

of plant information.  

2   State-of-the-art 

The concept of decision support system, DSS, was introduced from a theoretical 

point of view, in the late 1960s. [3] defines a DSS as a computer information system 

that provides information in a specific problem domain using analytical decision 

models as well as techniques and access to databases, in order to support decision 

makers in making decisions effectively in complex and ill-structured problems. Thus, 

the basic goal of a DSS is to provide the necessary information to the decision maker, 

in order to help him to get a better understanding of the decision environment and the 

faced alternatives.   

Decision-making has significantly improved in the last two decades through the 

rapid progress of information technology and computer science. Typically, the phases 

of the decision-making process overlap and blend together, with frequent looping 

back to earlier stages as more is learned about the problem, as solutions fail, and so 

forth. Figure 1 describes what probably comes to be a more customarily used model 

of the decision-making process in a DSS environment. A first step is the recognition 

of the problem or opportunity. After the problem is recognized, it is defined as a term 

that facilitates the creation of the model. Some authors state that emphasis must be 

placed in the next two steps: the model development and the alternatives analysis. 

After that, the choice is made and implemented. As final step and if necessary, a new 

recognition should be done. Obviously, no decision process is this clear-cut in an ill-

structured situation [  4].
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Fig. 1 Decision making process cycle. 

 

There has also been a huge effort in the DSS field for building a Group Support 

System (GSS) or Collaboration Support System in order to enhance the 

communication-related activities of team members engaged to computer-supported 

cooperative work. The communication and coordination activities of team members 

are facilitated by technologies that can be characterized along the three continua of 

time, space, and level of group support [

synchronously or asynchronously; they may be located together or remotely; and the 

technology can provide task support primarily for the individual team member or for 

the group's activities. These technologies are utilized to overcome space and time 

constraints that burden face to face meetings, to increase the range and depth of 

information access, and to improve group task performance effectiveness, especially 

by overcoming "process losses".   

4][5]. Teams can communicate 

The combination of decision theory with the new knowledge and the powerful 

tools offered by computer science and information technology, leads to the 

development of new types of information systems able to support decision makers 

and improve the decision-making process. Basically, the efforts in supporting the 

whole decision-making process focused on the development of computer information 

systems providing the support needed. Initially, two types of systems were developed: 

i) decision support systems (DSS), and ii) expert systems (ES).  

Although these two approaches were very promising, their implementation 

revealed several problems. To overcome those problems without missing the 

advantages of both ESs and DSSs, a new type of intelligent system called a 

knowledge-based DSS (KBDSS) has been proposed. The basic characteristic of this 

new approach is the integration of ES technology with models and methods used in 

the decision support framework, such as mathematical programming methods, 

multicriteria decision aid methods, and multivariate statistical methods.   

200 E. Muñoz et al.



www.manaraa.com

In the 21st century, World Wide Web and telecommunications technologies can be 

expected to result in organizational environments that will be increasingly more 

global, complex, and connected. [6], following [7], suggests that DSS researchers 

should embrace a much more comprehensive view of organizational decision-making 

(see Figure 2) and develop decision support systems capable of handling much 

"softer" information and much broader concerns than the mathematical models and 

knowledge-based systems have been capable of handling in the past. The primary 

difference between Figure 2 and typical decision models in a DSS context is the 

development of multiple and varied perspectives during the problem formulation 

phase. [7] suggests that perspectives be developed from organizational (O), personal 

(P) and technical (T) positions. In addition, ethical and aesthetic factors are 

considered as well. The mental models of stakeholders with various perspectives lie at 

the heart of the decision process, from defining what a problem is, to the analysis of 

the results of the problem. 

 

Fig. 2 A new decision paradigm for decision support systems [6]. 

3 Methodology  

As presented in the previous section, Decision Support Systems (DSS) are 

information technology solutions that can be used to support complex decision-

making and problem solving. DSS are defined as "aid computer systems at the 

management company level that combine data and sophisticated analytic models for 

supporting decision-making" [8]. Classic DSS design comprises components for (i) 

sophisticated database management capabilities with access to internal and external 

data, information, and knowledge; (ii) modeling functions accessed by a model 
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management system;  (iii) simple user interface designs that enable interactive 

queries, reporting, and graphing functions; and, (iv) optimization by mathematic 

algorithms and or intuition/knowledge. Much research and practical design effort has 

been conducted in each of these domains [4]. This work combines the elements of 

classical DSS and extends them a step forward towards KBDSS using a knowledge 

based model that supports communication and the formalization of the domain 

through semantic relationships. 

As for recipe management, it can be generally divided in four stages: development, 

application, storage and share. In this context, a software platform, which embeds the 

activities of each stage, has been developed as described next. 

Development: it refers to the generation of the different types of recipes. 

Specifically, the recipe management function as described in ANSI/ISA 88 standard 

contains the elements for managing the three upper levels of recipes, namely general, 

site and master recipes, and defines the procedural elements used in the recipe 

procedures. Thus, different elements for recipe creation, such as formula, header, and 

procedural logic, among others, are guided by the platform. 

Application: it refers to the correct use of recipes for their implementation in a 

specific plant. Thus, the format for the information integration of the recipe within 

plant system is improved and effectively guided by the platform.  

Storage: it refers to the correct creation of recipe  database, allowing a reliable and 

intelligent manner for control, storage and validate effectively guided by the platform. 

Share: it refers to the recipe sharing among different enterprises, facilities or areas 

guided by the platform. 

The platform development process follows the design pattern MVC (model-view-

controller) [9]. This pattern defines roles of the MVC-objects as well as the 

interactions among them. In this work the “model object” is represented by the 

ontological model [10], previously defined, which is codified in web ontology 

language (OWL) format. Next, “view object” regards to the graphical user interface, 

which mainly interacts with the final user. Finally, in “controller object” the main 

decision functions of the platform are programmed in Java and Jython languages due 

to their capacity and the flexibility, respectively. 

On the other hand, the platform development is guided by software prototyping 

model. Besides, the model is reinforced with the addition of software requirement 

identification and management based on best practices provided by ISO 29110 [11], 

PMBOK [12], CMMI [13] and TSPi [14]. Those additional practices allow the 

methodology having a better control and monitoring activities for any possible project 

change along its development cycle. The complete development method comprises 

seven steps (Figure 3), which are described next. 

1. Identify requirements. In this step, requirements are identified, as well as, 

information gathering for domain understanding based on the ontological 

model. 

2. Identify potential technology. A systematic revision related to tools for 

ontological model management is done. Next, a selection and configuration 

of tools must be done, for their utilization in the cycle development. 

3. Develop initial prototype. In this step, the prototype functions are defined 

based on the previously requirement’s identification. 
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4. Codify prototype. In this step, the functions are programming following the 

prototype design. 

5. Test. In this phase, the prototype must be test by the development team, as 

well as, the customer. Thus, if an improvement is detected it should 

be documented as change request to be analyzed. 

6. Review & improve of prototype. In this step, the improvements previously 

defined are analyzed in order to making the corresponding changes in the 

prototype. 

7. Final platform. Finally, when the prototype fulfills the customer’s 

performance expectations, the final product is achieved. 
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Fig 3. Flow diagram of decision support platform development steps  

4   Results 

The decision support platform allows a more efficient and user-friendly use of the 

implementation and management of the recipes within an ANSI/ISA-88 standard 

environment. In this sense, [10] created a knowledge-based model formalizing the 

physical, process, procedural and recipe models described in the standard, allowing 

the exploitation of data end information of the recipe model approach. As a result, the 

user interaction with process data is improved; data protocols (from ANSI/ISA-88) 

and the recipe management methods are standardized. Additionally, information can 

be easily stored in intelligent databases relying on ontological structures.   In order to 
illustrate the  developed  platform,  a  case  study  demonstrating  how  the  functionalities

 are  transformed  in  the  user  interface  is  presented.  In  particular,  the  case  study tackles 

the modification, archiving and maintenance of the recipe procedural elements.

 On the one hand, Figure 4 presents the steps in the algorithm for element modification 

and element maintenance. In both cases, the name and description of the recipe 

procedural element (building block) is provided and a semantic based search is 

conducted in the repository of recipe building blocks. After selecting the desired 

building block, either the status of the version is updated (for the maintenance case) or 

changes are performed in a duplicated building block (for the modification case). In 
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both cases, the modified version is saved and the repository of building blocks is 

updated. 

Duplicate selected 
block

Introduce desired 

changes in building 

block

Update attributes, 

and description of 

the modified version

Save modified block 

and update 

repository

Update status
Save version and 

update repository

Name and 
description of 
building block

Search similar 
building blocks and 
select the objective

Repository of 
recipe building 

blocks

Repository of 
recipe building 

blocks

 Fig 4. General steps for modification (upper path) and maintenance (lower path) of recipe 

procedural elements according to ANSI/ISA-88. 

On the other hand, Figure 5 presents the prototype of the graphical user interface for 

the equipment requirement, which is a part of the recipe procedural element. The user 

interface relies on the theoretical scheme presented in Figure 4, which improves user 

recipe management tasks. Indeed, the proposed platform semantically defines and 

contains data and information allowing semantic-based searches automating recipe 

data requirements response.  Figure 5 shows four main blocks, namely a, b, c and d, 

structuring the user interface in the decision support platform. Thus, 5a shows a 

common action buttons and commands for edition, tools, view, etc. 5b shows the 

domain class tree that guides the user through recipe development. 5c shows data and 

information resume regarding a specific class or instance. Finally, 5d presents a 

digitalized version of an automatically developed structured recipe.  

Fig 5. Screenshot of the user interface created for decision support. 

 

5b 

5a 

5d 

5c 
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5   Conclusions 

This work presents a decision support platform for conducting recipe management 

activities relying on the ANSI/ISA-88 standard guidelines. The resulting framework 

allows a systematic management of the general, site and master recipes as well as the 

associated recipe procedural elements. Several algorithms are proposed, and semantic 

based searches are programmed in Jython in order to automate this process and help 

the process engineer to reach adequate recipes for the process management activities. 

Besides, the platform is a guideline for the automation of recipe documentation 

creation, storage, control and share improving the recipe management process 

activities within industry.  Overall, this framework stands for a traceable and reliable 

system for recipe management, and represents a step towards including artificial 

intelligence based tools at the plant level. 

As part of future work, data and information structures developed in this work stand 

for the basis for the automation of standard operating procedures (SOPs) and 

development of good manufacturing practices (GMPs) at process industry. On the one 

hand, in the batch process industry, there are written instructions (recipes) that 

document the way the unit operations are performed in the production plants; namely, 

they define the SOPs. Besides, at food and drug process industry GMPs describe the 

methods, equipment, facilities, and controls for producing processed, as the minimum 

sanitary and processing requirements for producing safe and wholesome food and 

drug. Thus, an integrated and smart management environment is pursued for 

improving decision-making tasks and the overall performance in process industries. 
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Abstract. A crucial issue in the development of smart sustainable cities and 

territories is the use of standards and approach’s to ensure interoperability – so 

that equipment and systems produced by different vendors work together 

seamlessly – and to reduce costs through economies of scale. In this work, we 

investigate the core challenges faced when consuming multiple data sources for 

smart management of territories of high biodiversity using the Linked Data 

approach. We design a framework to achieve better data interoperability and 

integration by republishing real-world data into linked data: the SmartLand-LD 

framework. SmartLand-LD will work as a flexible and distributed ecosystem of 

autonomous and heterogeneous data sources (in content, technology, storage 

and structure) that being interoperated will facilitate access and the mixture of 

an extraordinary range of information. In order to fully achieve the benefits of 

SmartLand Initiative, it is crucial that information not only be available, but 

also is put into a context in order to create new knowledge and enable a 

diversity of applications. The information about resources is published in a way 

that allows interested human users and software applications to find and 

interpret them. 

Keywords: SmartLand, Open Data, Linked Data, Semantic Web, 

Interoperability, RDF. URI. 

1 Introduction 

The convergence of information and communication technologies is producing 

changes in the management of urban and rural environments. What is more, these 

territories are different from any other reality that has been experienced until the 

present day. During great part of the 20th century, the idea that a territory could be 

considered smart was merely a matter of science fiction. However, the view that a city 

or territory could become smart, or sensitive, converts this idea into a new reality, 

namely thanks to the expansion of connectivity, mobile computing, advances data 

sciences, the proliferation of all types of gadgets linked to the Internet of Things, the 

possibilities of executing analytics of vast volumes of heterogeneous data, advances 

made in artificial intelligence, machine learning and predictive models.  

Building an ecosystem for the integration and interoperability of data is a complex 

task. The technology, society and policy interfaces should worked in harmony, 

prioritizing needs, enabling integration by breaking barriers of existing information 
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silos and delivering purposeful technology. In this way, Linked Data (LD) approach 

provides a global environment for describing the objects, relationships and their 

significant properties. Therefore, this approach reduces duplication of effort when 

describing resources and their attributes, and fosters the creation of a global 

information graph encompassing all the information needed to perform complex 

queries and actions [2].  

In this work, the authors present an approach for intelligent management of 

territories of high biodiversity: the SmartLand Initiative.  SmartLand is about the 

smart management of the interactions between people and territories. The SmartLand 

initiative promotes the coherent and effective implementation of the three vast and 

ambitious objectives of the Convention on Biological Diversity: the conservation 

biological diversity, the sustainable usage of their components, and the creation of 

proposals that seek the just and equitable distribution of the benefits deriving from the 

usage of the territory’s resources [1]. Authors describes a general framework for the 

publication of data that were collected from heterogeneous datasets, that is, by 

following the Linked Data design issues.  The first section describes the vision the 

smart management of cities and territories; the following section presents the 

organization of the SmartLand initiative. Next section describes the role of Semantic 

Web (SW) and Linked Data (LD) as a way to reach semantic data interoperability.  In 

the next section describes the proposed framework for publication of linked data from 

some existing datasets, and one way to define and reuse vocabularies that can be used 

to represent Linked Data. Finally, last section covers the respective conclusions and 

future areas of research. 

2 Smart Management of Territories 

2.1 The intelligent management of urban areas  

Cities are the nucleus of consumption of global resources. The number and the 

proportion of the urban population will grow in the future. It is estimated that global 

cities occupy approximately 2% of the planet’s land surface, consume between 60-

80% of energy, and are responsible for 75% of carbon emissions. In addition, many of 

the decisions carried out by inhabitants of the cities directly affect biodiversity and 

eco-systems. In light of this, the current trend is to seek to create intelligent cities, or 

Smart Cities. In last two decades, the concept of smart city [6] has become more and 

more popular in scientific literature and international policies. The main reason seems 

related to the principal role of cities and territories in the social and economic aspects 

of people worldwide, and in the huge impact on environmental sustainability [7]. The 

idea of smart cities refers to the promotion of more “intelligent”, sustainable and 

inclusive cities through the promotion of appropriate technological innovations [8]. 

To understand the concept, it is important to recognize why cities and territories are 

considered the key element in strategic plans for the future [9][10][11]. The citizen 

should be in the center of attention. However, computing, information science and 

engineering play a crucial role in the innovation and creation of new public as well as 

in developing the concept of smart management.  
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2.2 The intelligent management of bio-diversity territories  

The interaction processes between citizens and bio-diversity potentially leads to 

conceptual gaps that should be closed if we wish to make progress towards the 

creation and consolidation of smart cities and territories. The complexity of its 

management requires interdisciplinary focuses based on research, development, 

innovation and public policies.  In this context, some of the contemporary challenges 

in research are focused on the development and maintenance of habitable, sustainable 

and resilient territories, as well as on the solution of challenges within the context of 

sustainability, eco-systems and bio-diversity. The smart management of a territory 

(which we will refer to as SmartLand in this paper) refers to the promotion of more 

sustainable, “intelligent”, use of biodiversity and fair and equitable sharing of the 

benefits arising from the use of biodiversity resources, through the promotion and 

usage of appropriate technological innovations that take action for smart management 

of interaction between humans and bio-diverse territories. 

3 About the SmartLand Initiative of UTPL 

ICTs, open data, IoT, Semantic Web, smart cities, smart lands and collaboration with 

all key stakeholders including citizens, researchers, governments and communities 

will be key to the achievement of all the United Nations’ Sustainable Development 

Goals (SDG). A crucial issue in the development of smart sustainable cities and 

territories is the use of standards and approach’s to ensure interoperability – so that 

equipment and systems produced by different vendors work together seamlessly – and 

to reduce costs through economies of scale. 

The complexity of the management of extensive territories requires 

interdisciplinary focuses based on research, development and technological 

innovation.  In light of these challenges, the Universidad Técnica Particular de Loja 

(UTPL) has promoted an institutional initiative called SmartLand (see 

http://smartland.utpl.edu.ec).  For UTPL, the concept of smart management within the 

field of the administration of a territory is strictly linked with multifaceted research 

and management of mega diverse ecosystems.  

SmartLand seeks to create indicators that facilitate planning by means of multiple 

time scales, increasing the possibility of making territories more intelligent in the long 

term, that is, by means of continual reflection during the short term. In order to 

improve the understanding of the indicators, the initiative promotes strategies and 

technological tools that are necessary for the collection, interoperability, integration, 

data analytics, visualization, and preservation of large collections of data and 

information.   

Highlights of Initiative. Since 2014, SmartLand executed 108 projects with 

approximately 300 researchers involved (84 international) and 2000 students; 

consolidated monitoring systems for weather, hydrology, seismology, wildlife, mental 

health and university orientation; in addition, five observatories on socio-

environmental conflicts, tourism, strategic communication, family entrepreneurs and 

territory & economy. 

SmartLand-LD: A Linked Data approach 209



www.manaraa.com

Initiative Organization. SmartLand comprises multidisciplinary research-action 

programs, in 12 working packages executed in three provinces encompassing Coast, 

Andes and Amazonia ecosystems from Southern Ecuador. The southern region is the 

smallest of Ecuador territory, but the most bio-diverse.  The Social innovation 

approach links professors, students and identified beneficiaries to improve public and 

private decision-making process and natural resources management.  Work packages 

help contribute to the successful completion of the initiative’s core objectives via 

research projects proposed by researchers from different knowledge domains. Each 

work package is composed by research projects that improve the scientific 

understanding of the environment, i.e. with the aim of adding value to social, 

biological, environmental and infrastructural indicators.  The work packages in which 

the initiative is focused are: Patrimonial, cultural, tourism and recreation goods; 

Biodiversity and integrity of the eco-system; Cartography and geomorphology; 

Climatology; Education: indicators of quality and coverage; Energy and 

telecommunications; Infrastructure and transportation; Hydric resources and water 

quality; Public health; Production, entrepreneurship, innovation and economic 

indicators; Society, human mobility and values; Sustainable usage of biodiversity. 

The work packages transversely share a set of strategic technological objectives for 

information management, which are reflected in the availability of an open web data 

architecture which encompasses collection, data preservation, reusing, analysis, 

predictive modeling and data visualization. Each research group works on its own 

research questions, while sharing four Strategic Objectives (SO).  
SO-1. Consolidate a system for the preservation of knowledge that guarantees free access. SmartLand 

promotes the creation of a technological infrastructure, which from a distributed focus, helps collect, 

monitor, and reuse data and information of high heterogeneity in various fields of knowledge: biodiversity, 
ecosystems, economics, territory, entrepreneurship, society, values and identity, among others. 

SO-2. Improve our understanding of the indicators and their permanent monitoring. SmartLand 

promotes a strategy of sustainable collection of data, which is based on networks of sensors and monitoring 
systems of long-term indicators.  

SO-3. Improve the management of territories through the efficient use of resources, the preservation of 

their heritage and sustainable use. SmartLand seeks to exploit, model, visualize, and monitor various 
variables, as well as develop probabilistic sceneries, virtual territorial ordinances, and enhance the analysis 

of decision-making. 

SO-4. Strengthen the capacities and potentialities of citizens. SmartLand promotes the responsible 
participation of the citizenry by strengthening the identity and the value of human beings with the 

environment. 

4 Data Interoperability and Semantic Web 

4.1 Challenge: Building an ecosystem for global interoperability of data  

The SmartLand “semantic architecture” must ensure the interoperability of different 

types of data and systems (See Fig. 1). Interoperability involve reaching agreements, 

sharing strategies and technologies that integrate and interoperate all the elements of 

information that make up the scope of the initiative. Silos includes different data 

collection mechanisms, such as on-site sensor networks, survey field data processes, 

data collection modules, collection models and processing of the raw data, data 
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distribution systems and services, data prediction modules, decision making support 

tools and other data visualization products that are key for the end users.  

Therefore, the following challenges must be addressed: (i) heterogeneity in the 

representation of data and semantics, which results in a variety of data models and 

formats (ii) The heterogeneity of the systems that manage the data and that support 

various modes of access and consultation. (iii) The challenge of processing the great 

volumes of data and the solution of many problems in society, business and academia; 

(iv) The loss of the interpretive context or the distortion of the meaning of the data 

when they influence other semantic borders in which the meanings, the terminology 

and the vocabulary are different: (v) Veracity, diversity of scales, privacy, bad usage 

and/or abusage of published material, among others. 

 

Fig. 1. The SmartLand challenge: Connect silos of data. 

4.2 Semantic Web and Linked Data to Connect Silos Across The Web  

The SW, a movement led by the World Wide Web Consortium (W3C), is 

envisioned as a decentralized global information space for sharing machine-readable 

data and meanings with a minimum of interoperability and integration costs. The SW 

promotes Linked Open Data (LOD) and encourages institutions to publish, share and 

cross-link their data using the web. This vision presents four main challenges: the 

global identification of resources, the use of formal ontologies as a way of specifying 

content-specific agreements for the sharing and reuse of knowledge among human 

beings and software entities, the distributed modeling of the world with a shared data 

model, and the infrastructure where data, schemas and formal ontologies can be 

published, shared, found and re-used in supporting knowledge sharing activities.  

According to Tim Berners-Lee, the inventor of the Web and the founder of the LOD 

project, SW not only seeks to publish data on the Web, but also aims to create links 

between data, which would help to explore the Web of data – for both human beings 

and machines [12]. With linking data, when we consult a resource, we may access 

other information resources published on the Web [14]. Linked Data provides the 
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opportunity for publishers to contextualize their data, adding richness and depth.  Tim 

Berners-Lee proposed four design principles to linking data by means of the Web 

[13]: 1) Use URIs (Uniform Resource Identifiers) as names for things; 2) Use HTTP 

URIs so that people can look up those names; 3) When someone looks up a URI, 

provide useful information, using the standards (RDF*1, SPARQL2); 4) Include links 

to other URIs so that they can discover more things.  

4.3 The Challenges of Linking Data  

In order to use the Linked Data approach in SmartLand-LD, for data 

interoperability and data integration in a distributed, autonomous and heterogeneous 

environment, we needed to address the following challenges:  
(1) Use open data and open platforms to mobilize collective knowledge. Open data have the potential to 

help communities understand, evaluate, and implement technology solutions tailored to specific community 

needs and objectives. Developing a long-term technology innovation strategy and a participative policy 

could be achieved using open data as an effective policy instrument through to digital infrastructure.  For 
SmartLand initiative to effectively function, and for society to reap the full benefits from scientific 

endeavors, it is crucial that science data be made open and machine-readable.  

(2) Re-publish existing data to semantically linked data. Establish the semantics and ontologies that 
must be leverage (re-used) in a particular domain. In addition, since several ontologies will be used, it will 

be necessary that the concepts of different ontologies be aligned and related to each other.  

(3) Satisfy the ‘Cool URIs’ requirement of the SW, such that they improve the interoperability between 

independent systems, and to make the URIs as consistent and persistent as possible.  

(4) Make the potentially ‘linkable data’ really link together and enable complex queries in a distributed 

and global data-space. The essence of LD is to allow data to connect to each other. 
(5) Enable a way to serve data and semantics in a programmable web-compliant way so that more users 

can use them. The majority of Linked Data are currently served through SPARQL endpoints, which require 
users to be familiar with the domain ontologies to query the data.  

(6) Implement a procedure to track the provenance of Linked Data published. Since a linked data 

publication process will publish existing data sources into Linked RDF data, there is a need to trace where 
the data came from, and what tools were used for such a transformation.  

(7) Define the use of licenses. All data or collections of data that are shared should be published with a 

clear and explicit statement of the wishes and expectations of the publishers with respect to re-use and re-
purposing of individual data elements, the whole data collection, and subsets of the collection.  

5 The SmartLand-LD Approach 

This section presents the SmartLand semantic framework architecture that has been 

designed based on the requirements defined in previous section. The underlying 

concept of SmartLand is like a constellation of components of various scales and 

types (both digital and analogue), which are connected by means of multiple 

networks, and that provide continual data with respect to environmental, biological, 

                                                           
1 The Resource Description Framework, (RDF) is a family of specifications from the W3C, 

which was originally designed as a model of data for metadata. RDF is a syntax for 

representing and modeling data and semantics in the Web RDF breaks every piece of 

information down in triples: Subject – a resource, which may be identified with a URI; 

Predicate – a URI-identified reused specification of the relationship; and, Object – a resource 

or literal to which the subject is related. 
2 SPARQL is a standardized language for querying RDF data. 
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social, and economic factors of the movement of people and materials, i.e. in terms of 

the dynamics of the ecosystem, and decision making, and the physical and social 

makeup of the region. The overall architecture of the framework is presented in Fig. 

1. As we can notice, at the lower level there are existing repositories. The metadata of 

these repositories are harvested and stored in the SmartLand repository 

(http://ambar.utpl.edu.ec), which is located in the middle level of the architecture. 

Moreover, in the middle level of the architecture there are components for Linked 

Data Publication. Finally, in the upper level of the architecture there is different user 

interfaces (e.g. a searching mechanism for accessing the RDF triple store, a 

recommender system for recommending suitable and appropriate indicators). The 

next section elaborates on the components of the architecture in more detail. 

 

Fig. 2. SmartLand-LD Overview: Framework for data integration of SmartLand Datasets. On 

the SmartLand-LD all information has to be expressed as statements about resources or things. 

Resources (such as places, people, species, products, process, ideas and concepts such as 

ontology classes) are identified by URIs [RFC3986].  All the URIs related to a single real-

world object should also be explicitly linked with each other to help information consumers 

understand their relation. This modeling approach is at the core of RDF.  RDF provides all 

necessary framework to create meaningful and comprehensive (both to humans and web 

engines) data and to share them among different systems and with LOD universe. 

5.1 Components 

The SmartLand-LD Framework consists of a set of pluggable components. These 

components are organized as data extraction, data transformation and data output 

components.  Since the data coming to the component may come from different 
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source which commonly are of disparate systems resulting in different data formats, 

SmartLand-LD uses processes based on ETL methodology to make use of the data. 

These processes are extraction, transformation and loading.  The figure below shows 

the schematic architecture of Linked Data applications that implement the 

crawling/data warehousing pattern. The figure 1 highlights the flow of the data 

interoperability process that is currently supported by SmartLand-LD. At present 

time, we have implemented the following components: 

5.1.1 Data Collector  

The data collector is a core component of SmartLand-LD that collects and stores 

information from different sets of data. The component provides one central point for 

data collection across database servers and applications from SmartLand projects and 

monitoring systems. This component gathers data from several sources and utilizes 

these data to serve as vital information for the SmartLand-LD. This collection point 

can import data from a variety of primary sources and is not limited to structured data. 

These data will be used to support informed actions. The component stores the 

collected data in http://ambar.utpl.edu.ec a data management system that makes data 

accessible – by providing tools to streamline publishing, sharing, finding and using 

data. The data collector uses CKAN [5] that enables to adjust the scope of data 

collection and to manage the data that are collected by setting different data retention 

periods. The data collector supports dynamic tuning for data collection and is 

extensible through its API. Whenever a new data is detected, the program 

automatically does its function to update and transfer the data to the ETL process. 

5.1.2 Data Extraction 

Data extraction process is a very important aspect of SmartLand-LD. Data 

extraction is a process that involves retrieval of all format and types of data patterns.  

In order to meet this requirement various tools have been developed to handle this 

process. The data extraction process in general is performed through the data 

connector’s module, with customized functionality for each type and nature of data 

sources. The extraction phase entails retrieving (extracting) raw data from a given 

data source using the appropriate plug-in, depending on the technology of the source. 

Data patterns are imported into an intermediate extracting system before being 

processed for data transformation where they will possibly be padded with metadata 

before being exported to another stage in the LD transformation and publication work 

flow. The extracted data are added to a relational database, whose flexibility is 

ensured with schemas in the form of triplets (tables with three columns that will store 

subjects, predicates and objects). Data extraction either runs constantly or on a user-

defined schedule. Since the component needs to do other processes and not just 

extracting alone, have been implemented programs that repetitively checks on many 

new data updates. This way, the code just sits in one area of the data collector sensing 

new updates from the data sources. These data will be further used for semantic 

transformation. 
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5.1.3 Global Resource Identification 

With the increasing exchange of metadata, different identifier systems will clash in 

a data ecosystem. Any type of additional persistent identifier is useful to linking and 

fetches more contextual Information [3]. In SmartLand-LD, each identifier is a URIs. 

A URI is a string of characters used to identify the name of a resource. Such 

identification enables interaction with representations of the resource over a network, 

typically the World Wide Web, using specific protocols. Schemes specifying a 

concrete syntax and associated protocols define each URI. The resolution is the key 

mechanism enabling a system to locate and access the identified object or information 

related to it on the Web. To resolve a URI means either to convert a relative URI 

reference to absolute form, or to dereference a URI or URI reference by attempting to 

obtain a representation of the resource that it identifies. The 'resolver' component in 

document processing software generally provides both services. 

5.1.4 SmartLand-LD Core Vocabularies and Ontologies 

Regardless of whether information is in people's heads, in physical or digital 

documents, or in the form of factual data, it can be linked. A Core Ontology or 

Vocabulary is a simplified, reusable, and extensible data model that captures the 

fundamental characteristics of a data entity (properties, relations and constraints) in a 

context-neutral way. Core vocabularies can be used in interoperability agreements for 

enabling information systems, developed independently, to exchange information, 

thus making it possible for information to travel across borders and domains.  

Good quality description metadata can improve the discoverability and integration 

of open datasets. Core Vocabularies help describe data entities by defining their 

components. They are designed to become the foundation of new, context-specific 

vocabularies to be used for exchanging public sector information. They can also be 

used as pivotal vocabularies for mapping and aligning other vocabularies. In this way, 

as part of the SmartLand-LD implementation process, an attempt to map 

heterogeneous metadata standards, encodings, code lists and also definition of 

elements and thus achieve interoperability was made. Besides the common 

vocabularies: RDF, RDFS, XSD, SKOS, OWL, PROV, VoID the RDF Data Cube 

vocabulary is used to describe multi-dimensional statistical data, and SDMX-RDF for 

the statistical information model. The vocabularies used in SmartLand-LD as core 

vocabularies are: 
DCAT, an RDF vocabulary designed to facilitate interoperability between data catalogues published on the 

Smartland initiative.  DCAT is a W3C recommended specification that can be used for homogenizing 

metadata of datasets hosted on different projects and allows for querying them using a uniform vocabulary. 
Its basic use case is to enable cross-data portal search for data sets and make data better searchable across 

borders and sectors. This can be achieved by the exchange of descriptions of datasets among datasets. By 

using DCAT to describe datasets in data catalogues, publishers increase discoverability and enable 
applications easily to consume metadata from multiple catalogues. It further enables decentralized 

publishing of catalogues. DCAT is widely used as a metadata specification to connect geospatial and 

statistical metadata across datasets in SmartLand and related projects using interoperability programs.  
SDMX, The Statistical Data and Metadata eXchange was designed to develop and use more efficient 

processes for exchange and sharing of statistical data and metadata among international organizations and 
individual members.  
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RDF Data Cube. The Data Cube vocabulary is a core foundation that supports extension vocabularies to 

enable publication of other aspects of statistical data flows or other multi-dimensional data sets. The model 

underpinning the Data Cube vocabulary is compatible with the cube model that underlies SDMX. 
DCMI Metadata Terms, an authoritative specification of all metadata terms maintained by Dublin Core 

Metadata Initiative (DCMI) -- elements, element refinements, encoding schemes, and vocabulary terms (the 

DCMI Type Vocabulary). 
Geodata from a global perspective: ISO 19115:2003, ISO 19139 and 19115:20141 are standard of the 

International Organization for Standardization (ISO), defines how to describe geographical information.  

FOAF, a project devoted to linking people and information using the Web.  FOAF integrates three kinds of 

network: social networks of human collaboration, friendship and association; representational networks in 

factual terms, and information networks that use Web-based linking to share independently published 

descriptions of this inter-connected world.  
VoID, is mainly used in Linked Data applications to express an RDF dataset. VoID helps in data discovery 

and cataloguing as well as helps consumers finding the right data on the web.  

PROV, provides basis for representing provenance information about the entities, activities, and actors 
involved in producing a data item for assessing trust, quality and reliability of the data item; using classes - 

Entity, Activity, Agent, Role, Time, Usage and Generation.  

5.1.5 Linked Data Conversion and Publication 

Linked Data approach is used for integrating data housed in different types of 

sources, in different formats, both structured and unstructured. We put forward a set 

of components for that, inspired by the work of Heath & Bizer [14]. The goal of the 

transformation and publication component is to harmonize, cleanse, and prepare for 

storing on LD metadata extracted. The first step is to design and assign persistent 

URIs to the data and describe it in RDF using commonly-agreed vocabularies. In the 

case of structured data (e.g. stored in relational databases, CSV, Excel or XML files), 

RDF wrappers, APIs have been adapted and used for transforming it to RDF and 

publishing it on the Web in structured sources. Whereas for unstructured data, entity 

extractors and text mining techniques have been employed for discovering the data 

entities to be published as Linked Data. The SmartLand-LD, transformation pipeline 

consists of the following steps: 
Data Preprocessing - Disambiguation and data cleansing. This component filters data according to 

different quality assessment policies and provides for remove uncertainty of meaning and fusing data 

according to different conflict resolution methods [4]. This includes ridding extracted data and metadata of 
any additional information that will not be included in your published data sets. 

Data Modeling. Choose appropriate vocabularies for extracted dataset from existing ones. This include, 

reuse established vocabularies and additional models to ensure smooth data conversion to RDF. An 

expressive mapping module was created to translate data and metadata extracted into a consistent, target 

vocabulary (metadata harmonization for data conversion). 

Converting extracted data to RDF. Vocabulary mappings are expressed using an own mapping 
language. The language provides for simple transformations as well as for more complex structural 

transformations (1-to-n and n-to-1) and property value transformations such as normalizing different units 

of measurement or complex string manipulations.  Data visibility and usability can vastly improve through 
interlinking with other information sources. 

Specify licenses. Provide a clear license for each dataset convert to RDF. 

Link data to other datasets. While data is being represented in RDF, it should be linked to other data 
coming from trusted sources, in order to provide context and enrich it’s meaning. Regarding the linking 

process, we have used Silk Link Discovery Framework3 for discovering the same real-world entity, 

owl:sameAs links between our dataset and external datasets, i.e., World Bank Linked Data, GeoNames and 
DBpedia; and an own application for validating the links discovered by Silk.  In order to specify the 

                                                           
3 SILK: http://www4.wiwiss.fu-berlin.de/bizer/silk/ 
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condition that must hold true for two entities to be considered a duplicate, the user may apply different 

similarity metrics, such as string, date or URI comparison methods, to multiple property values of an entity 

or related entities.  An identity resolution component discovers URI aliases in the input data and replaces 
them with a single target URI based on user-provided matching heuristics. For each set of duplicates that 

have been identified by Silk, SmartLand-LD replaces all URI aliases with a single target URI within the 

output data. In addition, it adds owl:sameAs links pointing at the original URIs, which makes it possible for 
applications to refer back to the original data sources on the Web. If the SmartLand-LD input data already 

contains owl:sameAs links, the referenced URIs are normalized accordingly. 

Publication. Once the extracted data has been transformed into RDF, these data needs to be store and 

publish in a triplestore. In our scenario we decided that the converted data are load in a Virtuoso RDF 

triplestore via the Virtuoso Loader. For the metadata information we have used the vocabulary of 

Interlinked Datasets (VoID4) for expressing the metadata about each dataset. For provenance tracking, 

SmartLand-LD employs the W3C Provenance Model (Prov5). After Linked Data is converted, linked and 

published, any system capable of running semantic queries (using the SPARQL query language) can extract 

and re-use the relevant information. 
Promote data reuse. Given only a URI, machines and human users should be able to retrieve a 

description about the resource identified by the URI, and links to related data from the Web. Such a look-up 

mechanism is important to establish shared understanding of what a URI identifies. Machines should get 
RDF data and humans should get a readable representation, such as HTML. The communication between 

human beings or machine users, and the RDF store is realized in the form of SPARQL queries. In addition, 

since one of the requirements was to ensure that the concepts are interlinked at either one of the endpoints, 
each endpoint had to include each observation's reference area as well as its interlinked concept.  

6 Conclusions and Future Works 

In this work we have presented how Linked Data can be used to lower the high 

barriers of integrating in a large, heterogeneous and distributed data ecosystem. LD is 

a set of design principles for sharing machine-readable data on the Web. Linked data 

offers a number of advantages for: enables for semantic interoperability; data 

integration with small impact on legacy systems; enables creativity and innovation 

through context and knowledge-creation. SmartLand is committed to the creation of 

an ecosystem of data that supports decision-making based on the creation of social, 

academic and technical bridges that facilitate the exchange and opening of scientific 

and public data using Web Semantics and LOD.  

SmartLand-LD can be used to connect information pieces from different data 

sources -mitigating the data interoperability problem. This allows us to collect and 

linking the data that is needed to create relevant recommendations for decision-

making, as well as increasing the value of data in general. To demonstrate the validity 

of our approach we have incorporated this approach to the SmartLand initiative with 

Linked Data. Preliminary evaluations show a significant improvement in data reuse 

and integration. SmartLand-LD facilitates data integration and enables the 

interconnection of previously disparate dataset. The increased (re)-use of data triggers 

a growing demand to improve data quality. Through crowd-sourcing and self-service 

mechanisms, errors are progressively corrected.  The availability of linked open data 

gives rise to new services offered by the academia, civil society, public and/or private 

sector. The reuse of data in SmartLand applications leads to considerable cost 

                                                           
4 VoID: http://semanticweb.org/wiki/VoID 
5 PROV: http://www.w3.org/TR/prov-primer/ 
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reductions. SmartLand-LD offers a platform that integrates and facilitates 

interoperability, re-usage and preservation of collated data, the integration of 

monitoring systems, analytic functionalities of vast volumes of information, and the 

generation of predictive models that support decision making processes for the smart 

management of a territory. The selection of indicators to be monitored should 

therefore focus on sustainability and its continual attainment over time. The element 

of quality is essential when understanding changes in the behavior of indicators over 

time, and in evaluating the relations/interactions among indicators, and also of 

creating predictive models. As future research we will continue the framework 

implementation with bigger data sets from different domains and expand the 

geographical area of interest.  
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Abstract. Usability is considered as one of the most important quality attributes, 

being a fundamental aspect in all software products. It is even more crucial in 

those systems that are designed for a wide variety of users, called by different 

authors as inclusive products. It can be observed that the traditional requirements 

elicitation process does not consider the special needs of people with disabilities. 

Not even in the proposals of inclusive systems are special techniques included. 

In this context, the present article seeks to provide a broad perspective on differ-

ent factors influencing usability identified in several investigations focused on 

software products for users with sensory disability. A comparative chart is pre-

sented showing the strengths and weaknesses of several models, guides and 

frameworks designed to satisfy the needs of this group of users. Finally, several 

metrics of usability requirements are proposed, quantifying the process of re-

quirements capture by means of usability factors in inclusive systems. 

Keywords: Usability, Inclusive Design, Requirements Elicitation, Sensory Dis-

ability. 

1 Introduction 

Nowadays, software products are a part of people’s everyday life, contributing to their 

quality of life. However, it has been detected that a majority of the systems are not 

oriented to satisfying the needs of people with disabilities, mainly of the sensory type 

(sight and hearing). Thus, one of the great challenges of software engineering is inte-

grating users with disabilities from the early stages of a software product. 

According to the World Health Organization (WHO), the concept of disability is 

defined as an umbrella term covering impairments, activity limitations, and participa-

tion restrictions, being a complex phenomenon that reflects the interaction between the 

characteristics of the body of a person and the characteristics of the society in which 

the person lives [1]. Hence, disability is a consequence of the functional impairments 

of a person that prevent them from successfully interacting with a product or service in 

a given context [2]. Statistics provided by the WHO show that there are 285 million 

people with visual impairment worldwide [3] and 360 million people with hearing loss 

[4]. In Chile according to the 2012 Census, the population with one or more disabilities 

is 2.119.316
 
people, which corresponds to the 12,7%

 
of the

 
total inhabitants of the 
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country. Regarding sensory disability, in Chile, 890.569 inhabitants (5,35%) suffer 

from blindness or sight impairment even when using glasses, and 488.511 inhabitants 

(2,94%) are deaf or have hearing impairment even when using hearing aids [5]. 

Assistive technology (AT) is a generic term that corresponds to devices created for 

people with motor and sensory impairments that are used for assistance, adaptation and 

rehabilitation [6]. AT promotes more independence by enabling people with disabilities 

to carry out tasks that implied a great difficulty due to the interaction with the required 

technology [7]. ATs are commonly created for a specific number of users according to 

the type of disability, being difficult to holistically cater to all the users in one technol-

ogy. Nevertheless, there are products and services that are designed for responding to 

the needs of a wider public, these are called inclusive designs [8]. Keates [9] defines 

the concept “universal access” or “inclusive design” as those settings, services or inter-

faces that work for people of all ages and abilities. According to the British Standards 

Institution, it is defined as the design of conventional products and/or services accessi-

ble and usable by as many people as it is reasonably possible, without the need of a 

special adaptation or a specialized design [10]. An inclusive software is a product that 

must be accessible and usable by all people (with disabilities or not), this has to be taken 

into account from the requirements specification until the validation of the products. 

Accessibility and usability are two topics that are commonly analyzed separately, 

while other research indicates that accessibility and usability should be adequately in-

tegrated [11] [12]. Usability is related to how a software allows a group of users achieve 

specified goals in a specified context of use, on the other hand, accessibility describes 

the degree to which a product, device or service is comprehensible to as many people 

as possible [7]. In inclusive software, usability is considered as a critical attribute, due 

to the emergence of problems because of different factors that prevent the product from 

being totally usable.   

In this research investigates on usability requirements elicitation for inclusive soft-

ware product. The article is divided in four sections. The first section presents different 

predominant usability factors in inclusive software. In the second section presents a 

comparative chart with strengths and weaknesses of different works oriented to satis-

fying the needs of people with disabilities. The third section, metrics of usability re-

quirement are detailed. Finally, conclusions and further work will be mentioned. 

2 Usability factors 

Definitions: Usability is considered as one of the most important aspects of software 

quality, being an attribute that verifies the ability of the software to be understood, op-

erated and attractive to a wide range of users. 

One of the most formal definitions of usability is established by the ISO-9241-11 

standard that defines it as the extent to which a product can be used by specified users 

to achieve specified goals with effectiveness, efficiency and satisfaction in a specified 

context of use [13]. Effectiveness is understood as the accuracy and completeness with 

which users accomplish their goals. Efficiency is defined as the existing relationship 
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between resources and time employed. Satisfaction is defined as the absence or pres-

ence of attractiveness, acceptance or comfort in the use of the product. 

The ISO 9241-11 standard has been commonly used to assess the usability in a va-

riety of software, for instance, Zitkus [14] applies the principles of this standard in an 

evaluation of websites in blind users. Here it is pointed out that effectiveness is related 

to successfully accomplished goals, efficiency depends on the tasks carried out cor-

rectly within the variables of time and degree of difficulty (measured by the number of 

errors made) and, on the other hand, satisfaction is related to the responses given to a 

questionnaire evaluating structure, navigability, search system and information. Leo-

pirini [15] considers three levels of relevance for usability factors in disabled users. The 

first level considers effectiveness, the second efficiency, and the last one satisfaction. 

The authors argue that inability to meet these criteria could lead to users being unable 

to accomplish their tasks. 

Nielsen [16] defines usability as a quantitative and qualitative measurement of the 

design of a user interface, grouped into five key factors: learnability, efficiency, mem-

orability, errors and satisfaction. 

The other formal definition of usability is established by the ISO 9126-1 standard 

that defines it as the capability of a software product to be understood, learned, used 

and attractive to the user, when used under specified conditions [17]. Subsequently, the 

ISO 9126 standard was replaced by the ISO 25010 standard [18] that kept the definition 

of usability subdividing it in: appropriateness recognizability, learnability, operability, 

user error protection, user interface aesthetics and accessibility. 

The literature does not provide a concrete definition of usability, leaving to the re-

searcher’s judgment the formalization of the usability factors relevant to the study. This 

research seeks to present principles that must be analyzed in the elicitation of require-

ments, following the ISO 25010 standard, mainly in appropriateness recognizability, 

that is, the degree to which users recognize whether a software product is appropriate 

for their needs [18]. 

Usability in inclusive systems. Inclusive or universal design considers the design of 

products and services to be accessible and usable by everyone, regardless of their de-

gree of disability, cultural background, age, among other characteristics [19]. The prin-

ciples of universal design [20] are seven: (1) equitable use, (2) flexibility in use, (3) 

simple and intuitive use, (4) perceptible information, (5) tolerance for error, (6) low 

physical effort, (7) size and space for approach and use. 

Digital inclusion has been a concept used as a strategy for ensuring that people have 

access to digital technologies and skills to use them [21].  

Usability in inclusive systems has been considered as a critical attribute. Cano [22] 

evaluates different formative or serious games by means of a usability test, emphasizing 

effectiveness, efficiency, satisfaction, emotions and learning. Navarrete [23] considers 

in the design certain attributes such as ease of use, effectiveness, efficiency and satis-

faction, related to the accomplishment of the users’ goals [24]. Holzinger [25] points 

out that it is necessary to add the acceptance factor. 

Among the models of inclusive systems that are related to the usability factors is the 

QUIM model (“quality in use integrated measurement”) proposed by Seffah [26]. The 
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QUIM model is composed by eleven representative factors based on several standards 

and models from literature. The model adapts these factors and expresses them in cri-

teria to then “map” these criteria into metrics. The eleven factors are: (1) efficiency, (2) 

effectiveness, (3) productivity, (4) satisfaction, (5) learnability, (6) safety, (7) trustful-

ness, (8) accessibility, (9) universality, (10) usefulness, (11) acceptance.  

These factors are influenced by a specific category of users, tasks or settings. In 

Mesiti [7] an analysis on the QUIM model is carried out, showing that productivity and 

learnability are useful in the design of settings where the user is an active producer of 

knowledge; accessibility, universality and acceptance are useful for the possibility of 

designing interactive settings for users with disabilities; and usefulness is utilized to 

measure the ease of using the system, providing a representation regarding the real 

needs of the users. 

The proposal of the technology acceptance model for inclusive education (TAM 4 

IE) proposed by Silvia and Vilela in [27], is a model composed of five factors: subjec-

tive perception, perceived usability, perceived usefulness, future expectations and fa-

cilitating conditions. The aspect of perceived usability considers the following factors: 

learnability, memorability, accessibility and aesthetic. Satisfaction is considered as a 

subjective perception. 

It has been detected that most of the works are not oriented to assessing usability in 

the requirements phase. This study has considered the primordial factors for the analy-

sis in the capture of information from the users, such as learnability, understandability, 

compliance, effectiveness and satisfaction. 

3 Related work 

This section will present different models, frameworks and guides regarding inclusive 

systems, highlighting strengths and weaknesses from the perspective of requirements 

elicitation. Table 1 shows the results of the investigation. 

The research has allowed developing a broad perspective on inclusive systems. 

Among the disadvantages of the studies described above, it is observed that most of 

them do not relate the users’ needs with usability factors. In addition, a lack has been 

detected in metrics definitions in the requirement elicitation phase in inclusive systems. 

On the other hand, it has been found that it is necessary to formalize the process of 

requirement elicitation in the design of inclusive systems. 

4 Usability metrics 

Usability is an attribute that can be evaluated qualitatively or quantitatively. Usability 

engineering is an approach whose objective is to develop a software product taking into 

account a set of measurable characteristics. 

Good [35] highlights that the specification of the measurable characteristics of usa-

bility is crucial to determine the requirements of usability of a product, or to measure if 

the completed product meets the requirements or not. 
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Table 1. Comparative chart of research in inclusive systems 

Contribution Advantages Disadvantages 

Keates and 

Clarkson 

framework [28] 

Identifies users’ desires and aspira-

tions. Subsequently determines us-

ers’ needs.  

It does not provide metrics to validate 

if the product is really inclusive.  

It does not relate requirements with 

usability. 

 

CEN / 

CENELEC 

Guide [29] 

It allows considering the needs 

based on different clauses, ad-

dressing problems of usability and 

accessibility. 

  

The guide does not provide mecha-

nisms to relate factors of usability in 

quantitative form.  

HAAT Model 

[30] 

It relates users’ needs to the activi-

ties of their daily living. 

It does not formalize the process of 

capture of information from the early 

stages of the model. It does not in-

clude metrics. 

 

CAT Model 

[31] 

It categorizes user’s requirements 

to analyze user’s information. 

It does not consider usability factors 

within the context of the model. 

 

USERfit Model 

[32] 

In the user analysis phase, it allows 

considering functional implications 

and necessary actions to counter 

impediments. It allows integrating 

the characteristics with existent 

standards in literature. 

 

It does not include metrics in the user 

analysis. 

It does not address usability factors in 

depth. 

Goodman’s 

model [33] 

It defines the problem and then de-

tails the user requirements. It inte-

grates elicitation techniques in the 

process of analysis and data collec-

tion. 

 

It does not consider metrics. 

It does not relate requirements with 

aspects of software quality. 

Inclusive soft-

ware develop-

ment model 

[34] 

Tasks and their attributes are iden-

tified by the development and de-

sign team. 

Metrics are not proposed in the devel-

opment cycle of the model. It does not 

include usability in the phase of task 

decomposition, it is only integrated in 

the evaluation of the model. 

 

 

In inclusive systems, it is important to bear in mind two criteria: the requirements 

that define it and its merit when judged against those requirements [28]. 

Hersh [31] mentions two kinds of measurement for inclusive systems: (1) objective 

measurements, such as measures of system performance and services of human-assisted 
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technology, like the time that the user takes to read a dataset or find a specific website 

using a screen reader; (2) subjective measurements, such as user satisfaction evalua-

tions about the device and services, and other subjective measures regarding any change 

in quality of life. 

Padda [36], whose thesis provides usability metrics based on different usability cri-

teria, proposes one of the most important contributions in usability metrics. Based on 

these metrics, models have been proposed that relate metrics with software usability 

attributes [26]. 

Recent research refers to software usability metrics according to the ISO/IEC 9126-

1 standard [37], grouped according to different factors: learnability, operability, under-

standability, attractiveness and usability compliance. 

Currently, there are few works that refer to metrics that deal directly with attributes 

in the requirements elicitation process, however, there is an automated tool called Au-

tomated Requirement Measurement (ARM) that was developed by NASA’s Software 

Assurance Technology Center (SATC) [38]. This instrument provides metrics to assess 

the quality of a requirements specification document. 

ARM is an automated tool that seeks to help write requirements correctly by search-

ing line by line of the document of requirements for specific words or phrases that 

SATC has identified as quality indicators. The result of ARM analysis are three reports, 

the first is a summary that counts the total number of times that each quality indicator 

appears in the requirements document; the second report is detailed, specifying the lo-

cation of each statement identified by the tool in the source file and a copy of the spec-

ified statement; the third report is on weak phrases, it locates and specifies the indicators 

that have been considered as phrases that weaken the specifications. 

In the Table 2 present different usability metrics - proposed by the authors - for re-

quirements elicitation of inclusive software considering the factors: learnability [7, 16, 

18, 26, 27], understandability [37], effectiveness [13, 23, 26], compliance [37], and 

satisfaction [13, 16, 22, 23, 26, 27]. 

5 Open challenges 

The main challenge identified from the results of this research is the need to design a 

guide for elicitation of usability requirement for the formalization of the requirement 

of an inclusive software product. The present works shows that there is a lack of guide-

lines that support the development team for the qualitative and quantitative categoriza-

tion of software usability. 

Another challenge is the validation of the proposed metrics. This process will allow 

assessing objectively and subjectively usability in the early stage of the development 

of inclusive software. The investigation seeks to give a solution to the diverse needs 

that users with sensory disabilities could have, allowing the analyst or requirement en-

gineer to focus on the problems, tasks and activities of the users, approving the use of 

different inclusive software. 
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Table 2. Usability metrics for the requirements elicitation of inclusive software. 

Factor Metrics Parameter A Parameter B Formula 

Learnability 

Requirements 

familiarity 

Number of requirements 

previously known by the 

eductor. 

 

Total number 

of require-

ments. 

A/B 

Requirements 

consistency 

Number of requirements 

changed by the user 

 

Total number 

of require-

ments. 

1 - A/B 

Understanda-

bility 

Requirements 

integration 

Number of requirements 

described. 

Total number 

of require-

ments. 

A/B 

Requirements 

demonstration 

Number of requirements 

demonstrated by the user. 

Total number 

of require-

ments. 

A/B 

Function of un-

derstandable 

requirements 

Number of interface re-

quirements that refer to 

what the user understands. 

Total number 

of require-

ments. 

A/B 

Effectiveness 

Function of ef-

fectiveness of 

requirements 

Number of requirements 

that could be successfully 

realized. 

Total number 

of require-

ments. 

A/B 

Requirements 

termination 

Number of pending re-

quirements (with missing 

information). 

Total number 

of require-

ments. 

A/B 

Compliance 

Level of com-

pliance of the 

requirements 

Number of requirements 

that could be correctly ap-

plied. 

Total number 

of require-

ments. 

A/B 

Function of 

compliance 

Number of requirements 

valued for the design. 

Total number 

of require-

ments. 

A/B 

Satisfaction 

Level of satis-

faction of the 

requirements 

Degree of user satisfaction 

after applying the tech-

nique of requirements elic-

itation. 

- Weighting 

of parame-

ter A. 

Level of satis-

faction of the 

information 

provided 

Degree of satisfaction of 

the eductor with respect to 

the information provided 

by the user. 

- Total 

weighting 

of parame-

ter A. 

6 Conclusions and future work 

This study has examined the aspect of usability, considered by literature as one of the 

most important attributes of software quality. The research has been oriented to respond 
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to how this property influences software products for people with disabilities. The arti-

cle has looked into usability factors, giving as a result several principles that must be 

emphasized by inclusive systems, that is, products and/or services that are used by a 

wide range of users. 

An analysis of the research related to usability requirements has been carried out by 

means of a comparative chart, showing advantages and disadvantages of each investi-

gation regarding the process of capture of information from people with disabilities. 

Based on the results, different metrics of usability for inclusive software have been 

created, from the perspective of requirements elicitation. This is because this aspect is 

analyzed in the phase of development and evaluation of a software product. This will 

allow assessing in a quantitative way the usability requirements in inclusive systems by 

means of the factors of learnability, understandability, effectiveness, compliance and 

satisfaction of the requirements. 

The analysis exposed has determined that to elicit the requirements of inclusive soft-

ware it is necessary firstly to know the usability needs of the users, identify the actions 

(tasks) that are commonly carried out and find interaction problems with similar soft-

ware. Having the requirements defined by different stakeholders, it is fundamental to 

carry out a categorization and measurement of the factors and criteria of usability, thus 

formalizing the attribute of usability in the requirements specification.  

Recently, work has been done in the design of a guide of usability that will allow 

analysts to investigate about the attribute of usability from the early stage of a software 

product. In addition, research has been done about different techniques of elicitation 

that can be addressed in inclusive systems according to the user’s kind of disability.  

As future work, the usability guide worked with the metrics discussed in this article 

will be validate. In addition to applying elicitation techniques that have not been con-

sidered in the design of an inclusive software. The work carried out will be a contribu-

tion to software engineering, contributing socially to a wide range of users and fostering 

the development of new software products. 
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Abstract. The use of collaborative virtual environments facilitates 
communication, coordination and cooperation within a group of people. In the 
field of Information and Communications Technology (ICT), collaborative 
virtual environments have been developed to support the learning of 
programming. With the aim of fostering software testing education by 
alternative means, we present findings from the use of a collaborative virtual 
environment used for software testing training. Particularly, we report an 
empirical study (controlled experiment) which assesses the effectiveness of 
detecting defects in instrumented programs with and without the support of an 
collaborative virtual environment (CVE). The CVE was used as part of a 
programming course at under-graduate level. The results suggest an equivalent 
effectiveness in defect detection for both types of participants, those who used 
the CVE and those who worked in a traditional manner. It was observed that 
with regard to effectiveness, for this type of task (the detection of defects), 
working virtually through a CVE versus working in a tradition manner (at the 
same time and in the same place) yields equivalent results. When collaborative 
work cannot be done in a traditional way, the use a CVE is an alternative 
approach equally effective for collaborating and learning on software testing.  

Keywords: Software Testing Education, Computer-supported Collaborative 
Learning, Computer-supported Cooperative Work, Experimentation in Software 
Engineering. 

1   Introduction 

Education in software testing is still an open issue to address. Although most 
Computer Science programs offer at least one course on software engineering (SE), 
there is evidence to show that formal software testing training is deficient. For 
example, Chan et al. [1] found that less than 20% of software testing teams in Hong 
Kong had received formal software testing training at university. It is common 
practice for CS programs to briefly touch upon the topic of software testing as one of 
the issues addressed in SE courses [2]. According to Wong et al. [3], some US 
universities offer around 30 software testing courses as part of undergraduate CS 
programs but no one of the CS programs in the US has as prerequisite a software 
testing course. Recently Gómez et al. [4] found a relationship between the level of 
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exposure to CS knowledge and the quality of test cases generated by different types of 
students, Gómez et al. [4] found that students who have had less exposure to CS 
knowledge generate poorer quality test cases.  

With the aim of encourage by alternative means the adoption of software testing 
education in CS programs, we developed a collaborative virtual environment (CVE) 
which can be used as a tool support for training in this area. 

The rest of this document is organized as following: Section 2 presents an 
overview of related work. Section 3 shows the main features of the CVE developed. 
Section 4 presents the experiment conducted. Section 5 presents de results. Section 6 
exposes the findings. Finally the conclusions are presented in Section 7. 

2   Related Work 

Learning through Collaborative Virtual Environments (CVEs) has been an area of 
increasing interest within the community of Information and Communications 
Technology (ICT), particularly for those researchers interested in the development of 
educational software based on the paradigm of Computer-Supported Collaborative 
Learning (CSCL) [5]. The most important advantage of these applications lies in the 
communication, coordination and cooperation achieved through teamwork. The 
aforementioned type of interaction through virtual environments derives from an area 
of research known as computer-supported cooperative work (CSCW) [6]. 

CVEs can be understood as the result of the convergence of research in the fields 
of virtual environments (VEs) and computer-supported cooperative work (CSCW). 
Such software systems are developed with the purpose of promoting communication, 
coordination, cooperation and, in the ideal case, collaboration during teamwork [7]. 
Table 1 describes some characteristics of some existing CVEs. 

Table 1. Characteristics of CVEs related to this study.  

CVE Application 
Environment 

Characteristics 

HabiPro [8] Desktop Text-based virtual environment, designed to solve 
programming problems in small work groups, developed in 
Java. 

Jazz [9] Desktop Research project from IBM that focused on the 
incorporation of collaborative capabilities into an 
application development environment, developed in Java 
using a plugin that is incorporated into Eclipse. 

SÁBATO  
[10] 

Web Tool used in teaching algorithms and programming in 
engineering, oriented more toward a teaching environment. 

EclipseGavab 
[11] 

Desktop Tool with collaborative characteristics that enables the 
implementation of project-based learning, developed in 
Java using a plugin that is incorporated into Eclipse, with 
support for Pascal, C and Java. 

VPL [12] Web Tool that is integrated with Moodle, it is not mentioned the 
programming language which was developed. 
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The CVEs shown in Table 1 were developed individually, they provide experience 
with and the use of a software tool, and most are desktop applications. With regard to 
their evaluation, HabiPro [8] included an experiment in which students were required 
to solve problems. With regard to Jazz [9], its various benefits were discussed from a 
contextual collaborative perspective. SÁBATO [10] was used as part of an  
algorithmic and programming undergraduate course where students solved 
algorithmic related problems through the use of this CVE. EclipseGavab [11] was 
compared with other tools, such as Turbo Pascal. Currently it is a project from the 
Universidad Rey Juan Carlos located in Spain. VPL [12] was used in an algorithms 
and programming course, and at the end of the course, the results of using and not 
using the tool were evaluated. In general, it is observed that these proposals are used 
for coding activities under a collaborative approach and not for testing purpose.  

3   Characteristics of the developed CVE 

A general structure of the CVE developed [13] and used in this study is described 
below.  We incorporated expert system capabilities into the CVE to support students 
in detecting defects in a series of instrumented programs. This architecture can be 
understood as a layered architecture [14] for a system whose primary users are 
students. The students can use the CVE to view pieces of code from programs 
implemented under a selected programming paradigm (for example, the structured 
paradigm), and they are directed to identify defects in a series of instrumented 
programs. The students can perform this activity in working groups, in consultation 
with the professor or with an expert system (ES) integrated into the CVE that supports 
the identification of common defect types. At the moment, the developed CVE is 
intended for code inspection, we are planning to incorporate other kinds of testing 
methods such as black-box and white-box into the CVE.  

Because of its nature and intended platform, the remainder of the design of the 
CVE was performed based on web engineering paradigm. For the modeling of the 
CVE, the UML-based Web Engineering (UWE) method was implemented; this 
method involves building separate models for the analysis of requirements, content, 
navigation, presentation and process [15]. An example of the user interface of this 
CVE is shown in Fig. 1. 

In general, the user (student) can view instrumented codes with which he or she 
wishes to work. In the central part of the interface, the user can access a virtual 
whiteboard where he or she can share pieces of code with other students. The 
interface also includes a chat area for collaboration among other colleagues. 

4.   Context of the experiment 

To evaluate the effectiveness of defect detection using the developed CVE, a 
controlled experiment was conducted using undergraduate students as participants, 
who worked with CVE (assisted by CVE) and without the CVE (in the same place 
and at the same time, this being the traditional way of working in software testing). 
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for the task of detecting defects in a series of instrumented programs. For this 
evaluation, the following research question was considered. 
 
 RQ1: Is the effectiveness in the detection of defects affected by the use of a CVE?  
 

 
 

Fig. 1. Screenshot of the CVE user interface. 
 

The above research question was translated into the following working hypotheses: 
H0. The effectiveness, measured as the percentage of observed defects, is equal for 

those participants who use the CVE and for those who work without the CVE (in a 
traditional manner). 

H1. The effectiveness, measured as the percentage of observed defects, is different 
for those participants who use the CVE and for those who work without the CVE (in a 
traditional manner). 
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The hypotheses presented above are tested against the measurements collected 
during the execution of the study. In essence, these measurements are associated with 
two treatment groups: the participants who worked with the CVE and those who 
worked without the CVE (in a traditional manner). 

A crossover design was used in this study to ensure a greater number of 
measurements (observations) [16]. In a crossover design, the experimental units (in 
this case, the groups of participants, which comprised either two or three students) 
each receive two or more treatments, and the order of application of those treatments 
is determined by the design structure [16]. In this particular study, a 2 × 2 crossover 
design was used, involving two treatments (the use of the CVE and in a tradition 
manner) in two different sessions. With respect of this structure, in the first session, 
half of the groups of participants work with the CVE, while the other half of the 
groups work without the CVE (in a traditional manner); in the second session, each 
group of participants receives the treatment it did not receive in the first. 

One shortcoming of this type of design is that the effects of certain treatments can 
extend beyond the period of application (carryover effect). A possible strategy for 
mitigating this drawback is to avoid applying the treatments in consecutive periods; in 
our case, a four-day break between the two sessions was planned. Table 2 summarizes 
the structure of the applied experimental design. 

Table 2. 2 x 2 crossover design used in this study. 

 Sequence 1 Sequence 2 
Session 1 (Program 1) With CVE Traditional Manner 
Session 2 (Program 2) Traditional Manner With CVE 

4.1   Execution of the study 

Before performing the study, the selected participants received a two-hour session of 
training on the use and operation of the CVE and on the types of defects that are 
common in programming. We also explained to participants a basic software 
inspection process. It was generally explained to the participants that the training 
session and the remaining sessions were part of a study on the CVE; verbal consent 
was received from the students to participate in this study. 

The experiment here reported took place at the end of 2014 at the Faculty of 
Mathematics of the Autonomous University of Yucatan (UADY). A total of 46 
students participated in this study. The participants were at the end of the first 
semester of their first year of the Software Engineering undergraduate program, all 
the participants have knowledge about key aspects of the C programming language. 

Concerning the allocation of the experimental units (groups of participants) to the 
treatments, teams of two or three participants were formed, and these teams (18 total 
experimental units) were randomly allotted to one of the two sequences of treatments 
(with CVE - traditional manner or traditional manner - with CVE). For the recording 
of information regarding the observed defects, the participants used an automated 
coding instrument, that is, a form integrated into the CVE in which they registered the 
observed defects. 
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In two separate sessions of two hours each, the study was conducted in three rooms 
of the computer center of the Faculty of Mathematics at the UADY. Both the first and 
second sessions of the study began at the planned time. The students were given the 
printed specifications and the code of the program (instrumented with defects) to be 
inspected. Program codes were written in the C programming language. Moreover, 
the program source codes were available in the CVE. Each program was instrumented 
with seven defects. The knowledge source for the defects was obtained from [17], and 
the classification of defects was used from [18]. Each program had an approximate 
length of 150 LOC. 

In the first session, one group of participant teams (teams with id 1, 2, 3, 8, 9, 13, 
16 and 19) worked on the detection of the defects present in program 1 using the 
CVE, while the other group (teams with id 4, 5, 6, 7, 10, 12, 15 and 17) worked 
without using the CVE (traditional manner). In the second session, teams with id 1, 2, 
3, 8, 9, 13, 16 and 19 worked on detecting the defects present in program 2 without 
using the CVE (traditional manner), while teams with id 4, 5, 6, 7, 10, 12, 15 and 17 
worked using the CVE, that is, the treatments were allocated in the opposite manner. 
Participants assigned to the CVE worked each one in one computer, interacting 
through the CVE. 

Regarding the specification of instrumented programs, program 1 (matrix.c) takes 
as input a square integer matrix of order m and performs four types of calculations on 
it; the following defects were introduced into this program according to the 
classification in [18]: two cosmetic, two control, one initialization, one omission and 
one computation. Program 2 (students.c) specification receives and performs basic 
functions over the scores of 10 students. Some of these functions are: Finding a 
student, update a score, compute the average of the scores, among other functions. 
This program contains the following defects: two computing, one cosmetic, one 
interface, one initialization, one data and one omission. 

In each session, once the participants had completed their inspection activities of 
the assigned code, in addition to recording their results on printed sheets, they were 
also asked to register their defects observed in the CVE (for those who worked with 
the CVE). 

5.   Analysis and results 

This section presents both the descriptive statistical analysis of the measurements 
collected and the inferential statistical analysis. Table 3 shows the effectiveness 
means (in terms of percentage of observed defects), standard deviations, minimum 
and maximum values for both treatments (with CVE and traditional manner). As 
shown in Table 3 the effectiveness in both treatments was similar. 

Table 3. Means and standard deviations for the treatments. 

Treatment Effectiveness (%) SD Min. Max 
With CVE 43.45 20.03 14.28 95.28 
Traditional Manner 45.33 17.78 14.28 75.71 
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Table 4 shows the effectiveness means, standard deviations, minimum and 
maximum values with respect to the instrumented programs used in the two sessions 
of the study. As shown in Table 4, on average, the participants seem to identify more 
defects in program 2. 

Table 4. Means and standard deviations per session (program). 

Period Effectiveness (%) SD Min. Max 
Session 1 (Program 1) 37.88 16.55 14.28 75.71 
Session 2 (Program 2) 50.90 18.84 14.28 95.28 

 
Table 5 shows the effectiveness means, standard deviations, minimum and 

maximum values with respect to the two sequences used in this experimental design. 
Given the characteristics of this experimental design, there is a possibility that a 
carryover effect could arise and confound the real effects of the treatments. As 
observed in Table 5, however, the means for the two sequences appear to exhibit no 
substantial differences; thus, the absence of carryover effects in the treatments can be 
inferred. 

Table 5. Means with respect to the sequences of application of the treatments. 

Sequence Effectiveness (%) SD Min. Max. 
Whit CVE-ad hoc 41.07 16.82 14.28 71.42 
Ad hoc-CVE 47.71 20.32 14.28 95.28 

 
Once the measurements are collected, it is possible to test the hypotheses posed 

above. The statistical model associated with the crossover design used is described in 
Equation (1). 

y ijk= µ+αi+b ij+γk +τd+λc+εijk , 
(1) 

where µ is the general mean; αi is the effect of the ith treatment sequence; bij is the 
random effect with variance σb

2 for the jth participant of the ith treatment sequence, γk 
is the period effect (session); τd is the direct effect of the treatment; λc is the carryover 
effect of the treatment administered in period k-1 of sequence group i; and εijk is the 
independent random error, with an mean of zero and a variance of σ2 for the 
participant in period k. In this model, the analysis of variance (ANOVA) is used to 
evaluate the various components of the model.  

Table 6 presents the results of the ANOVA with respect to effectiveness. 
Effectiveness is measured as the percentage of observed defects for all the groups of 
participants. As observed in Table 6, only the program component (period or session 
effect) yielded a significant difference at an alpha level of 0.05.  

The calculation of the separation measure between the treatment and the carryover 
effect produced a value close to 30% (29.2893%). This measure indicates the degree 
of orthogonality between the two effects. When a carryover effect is present in this 
type of design, this orthogonality is lost. A low percentage value of the separation 
measure suggests that there may be problems in the interpretation of the results [16]. 
For example, a significant difference between the treatments may be deduced when in 
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reality, the difference is caused by the presence of a carryover effect. A 2 x 2 
crossover design, such as the one used in this study, is prone to manifesting low 
percentages in the separation measurement. This design is recommended when the 
absence of carryover effects is inferred. Because no significant carryover effect was 
observed, the results of the ANOVA can be considered reliable. The lack of a 
carryover effect was reinforced by the similar effectiveness rates observed in both 
sequences (see Table 5). 

Table 6. Analysis of variance with respect to effectiveness. 

Source of Variation Partial SS df MS F Prob > F 
Treatment effect 290.22 1 290.22 0.9 0.3517 

Session effect (program) 1546.17 1 1546.17 4.78 0.0373 

Carryover effect 353.02 1 353.02 1.09 0.3051 
Residuals 9058.20 28 323.51   

 
Finally, the ANOVA should satisfy the assumption of normality for reliable 

inferences to be obtained. We used the Shapiro-Wilk statistical test [19] in which the 
null hypothesis is that a given sample of data originates from a normally distributed 
population. Table 7 shows the results of this test with respect to the effectiveness. 

Table 7. Results of the Shapiro-Wilk test. 

Aspect n W V Z Prob > z 
Effectiveness 32 0.9652 1.160 0.307 0.37928 

 
As observed in Table 7, the null hypothesis is accepted in favor of the normality of 

the data, that is, the measurements of each metric (aspect) are concluded to be drawn 
from a normal distribution; thus, our results can be considered reliable. 

6.   Discussion 

According to the findings reported here, the results suggest an equivalence in the 
effectiveness of defect detection for both the groups of participants who worked in a 
virtual collaborative manner (with the CVE) and those who worked in a traditional 
manner (RQ1). For this type of activity (detection of defects), the obtained results 
suggest that the use of the CVE is equally as effective as working collaboratively 
following a traditional approach (ad hoc). However the kind of program used for the 
collaborative testing may yield different percentages of observed defects, each 
program to be tested may have different characteristics that as we observed may affect 
on the effectiveness. 

Empirical studies may be exposed to threats to validity, next we discuss how we 
tackled them. With regard to threats to internal validity, the sessions were conducted 
as planned, without any disruption (history effect). Because a rest period was planned 
between the administration of the different treatments, a minimal effect of maturation 
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can be assumed. The selection bias effect was reduced by randomization mechanism 
used in the experimental design. Although in both sessions only two experimental 
units (groups of participants) failed to complete the sequence of treatments (they only 
participated in one of the session), the presence of a low mortality effect can be 
considered as irrelevant. During the sessions of the study, interest in performing the 
activities was observed on the part of the participants; thus, a minimal effect of 
demoralization can be assumed. With regard to threats to the external validity of the 
study, the results presented here are partially generalizable to students with 
characteristics similar to those of the students who participated in the reported study. 
However, further replications of this study will alleviate this threat. We plan to 
conduct further replications with the aim of serving in the process of generation and 
consolidation of knowledge on this topic [20]. 

7.   Conclusions 

With the aim of foster software testing education by alternative means, a CVE was 
developed. In this work we presented the results of the assessment of such as CVE. 
Particularly the experiment focused on the assessment of the effectiveness of defect 
detection of two instrumented programs with and without the use of a CVE. Results 
suggest equivalent levels of effectiveness for those participants working with the CVE 
and for those working in a traditional way.  

Some advantages of the use of the CVE  are the following: 1) it is not necessary for 
the students to be located in the same physical space; 2) the CVE offers a virtual 
whiteboard feature, a component that includes an integrated IDE to write, inspect and 
compile pieces of code in a collaborative programming language, which is lacking in 
the traditional approach to learning programming and testing; and 3) the intelligent 
component (provided through an expert system in this proposal), which is a feature 
developed to facilitate the interaction between students during programming and 
testing training activities. Finally, the CVE assessed offers an effective means of 
assisting teams of students in the identification of defects in a series of instrumented 
programs.  

As concluding remark, when collaborative work cannot be done in a traditional 
way, the use a CVE is an alternative approach equally effective, in this case for 
collaborative virtual working on software testing activities. 
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Abstract.  The shape of an object is one of the features that attracts viewers’ 

attention, making it salient from other objects in a scenario. However, the shape 

of an object might be linked to the viewer’s personal experiences. In order to 

verify if the shape of an object is a feature not linked to the meaning that the 

object has for the viewer, in this paper we replicate an empirical study, using 

abstract object. 23 male and 17 female ordered objects according to the most 

attractive shapes. Using a computational measurement of saliency of the shape 

of 3D objects in Virtual Reality, based on the proportion of empty and full 

space within its bounding box, we found that our metric matches, when abstract 

or non-abstract objects are evaluated.  

Keywords: 3D objects, shape saliency, voxelization  

1   Introduction 

The visual attraction of an object is largely determined by its basic features such as 

color, size, shape, orientation, position, luminance or texture. The shape of a 3D 

object represents its exterior geometrical figure; when described, we can use some of 

these characteristics, such as: area, perimeter, diameter, minimum and maximum 

distance from the center of mass, axes, angles, and its surrounding space (i.e. 

bounding box). The visual attraction of these characteristics is linked to the concept of 

saliency.  

Lahera et al. [1] explain that perceptual saliency is the automatic and subliminal 

process of bottom-up visual discrimination, whereby certain stimuli stand out from 

the perceptual field and attract attention. In other words, it is the higher-order mental 

process by means of which certain perceived or mentally represented objects attract 

the focus of attention, including thinking and behavior. In this same sense Kapur [2]  

considered that visual saliency is the process of the association of objects and their 

representation that attracts attention and captures people’s thinking and behavior.
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The study of the saliency has been applied by psychologists and computer vision 

researchers mainly to facilitate the computer recognition of objects and to locate their 

salient areas in images, having achieved very significant results (e.g. [3], [4], [5], [6], 

[7], [8]). In recent years the study of the visual saliency of the shape of an object has 

also attracted the researchers’ attention: 

Cheng et al. [9] proposed a method for locating and segmenting salient objects 

from the analysis of an image group. Their system is supported by meta-data, visual 

saliency, and shape similarity to identifying the regions of salient objects without the 

influence from background clutter. 

Kim et al. [10] presented an algorithm that allows  automatic predictions of the 

equipment, carts, bicycles, and bipedal devices. Their algorithm considered the 

kinematic parameters beetween a human body and the shape's surface. This method 

identifies salient regions, by discovering informative viewpoints and retrieving 

functionally-similar shapes.  

Song et al. [11] developed a system that detects mesh saliency, a perceptually-

based measure of the importance of a local region on a 3D surface mesh. They used 

global aspects by making use of spectral attributes of the mesh in a saliency map, 

which captures this information, unlike most existing methods which are typically 

based on local geometric cues. Their approach contemplates the properties of the log-

Laplacian spectrum of the mesh. 

    

independently of each other. The architecture uses the information from multiple 

views of a 3D shape to get a single and compact shape descriptor, offering even better 

recognition performance than that of a high-performance descriptor. The method uses 

multiple 2D projections to  detect the 3D shapes contained in the scenario being 

 

shapes contained in their 2D views. The architecture generates a saliency map derived 

by 2D views of the shape. 

Leifman et al. [13] presented an algorithm that locates regions of interest on 3D 

surfaces. Their method studies 3D shape recovering regions from local and global 

perspective, allowing to detect the saliency in point clouds. The surface of a 3D object 

is treated from its triangular mesh, which is formed by vertices and faces. The vertices 

that characterize the geometry in the vicinity of a vertex are stored within a vertex 

descriptor. The method also includes an algorithm that detects the surface extremities, 

which vary. 

These approaches to measure saliency were designed and evaluated from different 

perspectives, achieving quite good results. However, none of them are applied 

directly to the 3D object; in all aforementioned cases the 3D model is decomposed 

into a set of 2D projections, maps, views or point clouds.  

In contrast, we proposed in Lara et al. [14] a computational measure of saliency of 

the shape of 3D objects, without the need of transforming the 3D model in any way. 

Furthermore, our measure approach can be used in 3D objects regardless of whether 

they have a regular or irregular form or their position, scale or orientation. And 

because it does not require a complex preprocessing, its computational cost is 

minimal. This measure is characterized by its promptness, simplicity and efficiency.  
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2   A measure for saliency by shape  

In [14] we proposed a measure of saliency for 3D shape in which we explored the 

theory of that the flatter is the surface of an object, the less salient it is, and inversely, 

objects with high pointedness tend to be perceptually more salient. With this in mind, 

the measure of saliency by shape is based on the central idea of the volume of a pre-

voxelized object.  

The proportion of empty space and full space in voxels in the bounding box of 

each object is calculated. For this, first the volume (size) of the bounding box in 

voxels is obtained through the length, width and height of the box and the size of the 

voxel. Then the volume in voxels of the object is subtracted from this number. The 

result of this operation is called "Empty space". The volume of the object in voxels 

corresponds to the "Full space" inside the bounding box. Figure 1 illustrates the 

empty space of a 3D object within its bounding box. 

 

 

Fig. 1. Empty and full space of the bounding box of a 3D object 

 

We proposed the following equation for the measure of shape saliency:  

 

Ssh = Es / siBBox  (1) 

 

Where Ssh, represent the value of saliency by shape, calculated by dividing 

"Empty space" (Es) and the volume (size) of the bounding box in voxels (siBBox). It 

is the empty space proportion, which will be used as measure of shape saliency. 

With the above calculation of equation, we offered a direct estimation of the 

saliency of an object’s shape. The saliency by shape takes values between [0 - 1], 

being a proportion.  

In [14] to validate this theory we performed empirically an experiment with one 

hundred 3D objects extracted randomly from the Princeton Shape Benchmark (PSB), 

which contains 1,814 3D models and is available to the public in the World Wide 

Web [15]; they included objects such as chairs, tables, vases, bottles, chandeliers, 

planes, and toys, among others. In that first experiment we found that our metric is 

comparable with the perceptual saliency of human beings. 

We thought that one possibility that could have influenced the results would be the 

use of shapes of non-abstract objects, which can be linked to the meaning that the 

object has for the viewer. In order to test if there was some influence related to the 

type of object that captured the attraction and resulted on the viewer’s value of 

saliency, we decided to make a replica of this experiment but with abstract objects. 
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3   Experimental evaluation of the shape saliency metric 

 

In order to verify the validity of our shape’s saliency measurement and to discard the  

possibility that non-abstract objects would have had some influence for its meaning, 

or for the feeling or emotion caused on the participants, we present in this work a 

replica of our experiment described in [14], but using abstract objects. This allowed 

us to see that the values given by our metric have a high degree of coincidence with 

the measures given by the participants, both in abstract and no-abstract objects. 

3.1   Method  

Participants. Forty undergraduate students of the Escuela Técnica Superior de 

Ingenieros Informáticos of the Universidad Politécnica de Madrid, twenty three male 

and seventeen female, with ages in the range of 18 to 42 years, voluntarily 

participated. 

Materials, devices and situation. The experiment was carried out in a laboratory 

with suitable lighting conditions. Each participant’s session was run on a SONY 

laptop computer, model VGN-CS270T, with a processor Intel ® Core (TM)2 Duo 

CPU P8600, 2.40 GHz, 4.00 GB memory, using a mouse and a keyboard. A 

computational application was developed to implement and test the metric using the 

Unity 3DTM platform, with some scripts created in C# programming language. 

Results were automatically recorded in a .csv (comma-separated values) file and 

afterwards statistically analyzed.  

The voxelization process of the 3D objects was made through a master script of 

voxelization of the Unity 3D  adjusted to extract  the number of voxels and so 

calculate the volume of each object. 

 

Design and procedure. A set of one hundred abstract objects in 3D  were  modeled 

with the Unity 3DTM tool;  they  were modeled using primitive  three-dimensional 

shapes such as the cylinder, the tube, the sphere and the bucket, among others. Then 

these primitive shapes were edited and superimposed randomly to obtain more 

complex geometric shapes, see Figure 2. Likewise the set of objects for this 

experiment were labeled and adjusted to have the same size scale. Twenty-five 

scenarios were presented to participants, each with four 3D objects. Each of the 

objects was voxelized and the numbers of voxels was counted, the time for the 

voxelization process of each object varied from 0.535 to 1.368 seconds.  
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Fig. 2. View of the one hundred abstract 3D objects designed  

Participants were  informed that their task during the experiment was to place the four 

objects provided on each trial on an empty platform in front of them (see Figure 3), 

ordering them from left to right according to their shape saliency, this concept was 

explained to them as “the capability of the object’s shape to attract their attention”. 

Figure 3(a), in the left, shows the view of the trial to order the objects. Figure 3(b), in the  

right, shows the same trial with the objects ordered according to the shape saliency 

given by participants. Therefore, the most striking object by its shape should be 

placed to the left. Participants were given a brief demonstration of the system on how 

to place each object on the platform as shown in Figure 3. Also, we explained to 

participants that they could make all the necessary place changes, before they 

confirmed the final order of objects for each trial. Participants were asked to provide 

basic personal information as their, age and gender, within the system. Each person 

lasted about 8 minutes to complete the twenty-five trials. 
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Fig. 3. Views of an experimental system trial 

3.2   Statistical Analysis of Results 

We performed the same statistical analyzes that in [14], with the aim of verifying in 

both abstract and non-abstract objects the degree of coincidence of the participants 

with the salience value given by our metric. We analyzed the following aspects: 

 

1. The choice of the first or second object as the most salient. Because the salience 

of the shape of an object is a very subjective characteristic, and given that there 

is no precise order with which to compare the given order of our metric and each 

of the given orders of the participants, the comparison required to be flexible 

enough to admit variations, but at the same time capable to give information 

about the performance of the metric. We decided to measure the extent to which 

the first or second most salient objects, according to our metric of saliency, 

matched the object placed by the participants in the first position. This condition 

helped us to identify if the most salient objects to the human visual system 

corresponds with high-valued objects by our metric.  

2. Comparison of the mode with respect to the metric. In this second statistical 

analysis, we compared each trial with the order given by our metric. The mode 

of the most voted object in each position for each trial was obtained, counting 

the number of times that an object was placed in each of the four positions 

within each trial. Then, we computed the distance between each pair of objects 

(the one given by the metric and the most voted one) in each position of each 

trial, according to the value assigned to each object by our metric. 

4   Results and Discussion  

The results of the first statistical analysis show that our metric effectively predicts the 

objects that humans tend to perceive as the most salient. The number of possible 

orders for the 4 objects of each trial is 24, but only half of them fit with the restriction 

established in our first statistical analysis, that is, to include the first or second most 

salient objects in the first position. Assuming random orders provided by participants 
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for each trial, we would expect that 50% of the orders would fit our condition. 

However, by the actual order given by each of the 40 participants in each of the 25 

trials, we got a mean of 14.3 matches per participant. These 14.3 matches represent a 

57% of all possible matches, which slightly exceeds the expected 50% value by 

random success. 

The results in the second statistical analysis showed a degree of 37% agreements 

between the order based on our metric of saliency and based on the mode (Table 1 

‘(a)’) and (Table 1 ‘(b)’) respectively. It demonstrates that our metric gives a good 

representation of the saliency perception in a prototypical person.  

 
Table 1. Order of the objects in each trial: (a) based on our metric of saliency and (b) based on 

the mode. (When the order is the same in both, the cell is highlighted in green). 

 
  (a)   

Trial Pos_1 Pos_2 Pos_3 Pos_4 

Trial_1 o14 o11 o13 o12 

Trial_2 o24 o22 o23 o21 

Trial_3 o31 o33 o32 o34 

Trial_4 o44 o41 o43 o42 
Trial_5 o54 o52 o51 o53 

Trial_6 o64 o63 o62 o61 

Trial_7 o74 o72 o71 o73 
Trial_8 o82 o81 o83 o84 

Trial_9 o92 o94 o93 o91 

Trial_10 o102 o104 o103 o101 

Trial_11 o112 o114 o111 o113 

Trial_12 o121 o124 o123 o122 

Trial_13 o131 o132 o134 o133 
Trial_14 o144 o142 o141 o143 

Trial_15 o153 o154 o152 o151 

Trial_16 o162 o161 o163 o164 

Trial_17 o172 o174 o173 o171 

Trial_18 o181 o184 o183 o182 

Trial_19 o192 o191 o194 o193 

Trial_20 o203 o201 o202 o204 

Trial_21 o214 o212 o211 o213 
Trial_22 o221 o222 o224 o223 

Trial_23 o234 o232 o231 o233 

Trial_24 o242 o243 o244 o241 

Trial_25 o252 o254 o251 o253 

 
  (b)   

Trial Pos_1 Pos_2 Pos_3 Pos_4 

Trial_1 o13 o12 o11 o14 

Trial_2 o24 o23 o22 o21 

Trial_3 o33 o34 o32 o31 

Trial_4 o43 o44 o42 o41 

Trial_5 o52 o53 o51 o54 

Trial_6 o61 o64 o62 o63 

Trial_7 o74 o72 o71 o73 

Trial_8 o83 o82 o84 o81 

Trial_9 o91 o93 o94 o92 

Trial_10 o102 o104 o103 o101 

Trial_11 o114 o112 o111 o113 

Trial_12 o123 o124 o121 o122 
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Trial_13 o131 o132 o133 o134 

Trial_14 o142 o144 o141 o143 

Trial_15 o153 o154 o151 o152 

Trial_16 o162 o161 o164 o163 

Trial_17 o174 o172 o171 o173 

Trial_18 o181 o184 o182 o183 
Trial_19 o194 o193 o191 o192 

Trial_20 o201 o203 o202 o204 

Trial_21 o212 o214 o213 o211 
Trial_22 o221 o222 o224 o223 

Trial_23 o234 o232 o231 o233 

Trial_24 o243 o242 o241 o244 

Trial_25 o251 o252 o253 o254 

 

Comparing the results of the experiment in [14] and this experiment it can 

observed that: 

a) The result of our first statistical analysis differs 2.2% with respect to the 

experiment presented in [14]. 

b) In the other hand, the percentage of the second analysis of this experiment 

matches exactly with the results obtained in [14]. 

Table 2 shows the results obtained from the two experiments performed using our 

salience measure for the shape of 3D objects. 

 

Table 2. Comparisons of experiments 1 and 2 

 

Aspect evaluated 

 

First experiment 

Princeton Shape 

Benchmark (PSB) 

Second experiment 

Our own Benchmark 

 

The choice of the first or 

second object as the most 
salient 

 

16.5 

 

14.3 

Comparison of the mode with 

respect to the metric 
37 % 37 % 

 

Based on these results we can assume that the shape of the non-abstract objects 

have not a direct influence in the value of salience given by our participants, with 

respect to our computational measure of saliency. Likewise, the shape has not an 

influence by the meaning, feeling or emotion that may cause on the participants.  The 

results show that the shapes of abstract objects are neither better nor worse, than the 

shape of non-abstract objects. This allow us think that the participants' perception 

focuses on the processes of their attention and not on the significant value that the 

shape may represent in them.  

With this we considered that our measure represents an approximation in the task 

of measuring the saliency by shape of a 3D object, without decomposition in 2D 

projections of the object. 

The shape of an object is undoubtedly a perceptually salient feature, easily detected 

and almost always evident to the human being, however it is a challenge for its 

computational implementation.  
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5   Conclusions 

We presented a replica of an experiment presented in [14], as well as the same 

statistical analyzes, but using abstract objects, with the measure of computational 

salience for 3D shape proposed, with the aim to compare that this measure matches in 

both abstract and non-abstract objects. We showed that the metric can be applied to 

all kinds of objects with regular and irregular geometry; it is adaptable to all scales of 

the 3D models, and abstract or non-abstract shapes, without causing any influence on 

the attention of the participants. This measure has been incorporated into a 

computational model of individual saliency for 3D objects, which considers the 

characteristics of color and size within Virtual Environments, Lara [16]. We are 

currently working on exploring aspects contributing to the visual saliency of 3D 

objects other than their shape, such as color, texture or size, with the influence of the 

context in which an object is placed, for a complete model of saliency for 3D objects. 

Considering the context a virtual scenario in which several objects with different  

color, size, and shape are found. An advance of this is already published in [17]. 
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Abstract. The term “bad smell” denotes a symptom of poor design or implementation that 

negatively impacts a software system’s properties. The research community has been actively 

identifying the characteristics of bad smells bad smells as well as developing approaches for 

detecting and fixing them. However, most of these efforts focus on smells that occur at code level: 

little consideration is given to smells that occur at higher levels of abstraction. This paper presents 

an initial effort to fill this gap by contributing to (i) the characterization of bad smells that are 

relevant to the Model-View-Controller architectural style and (ii) assessing the feasibility of their 

automatic detection using text analysis techniques in five systems, implemented with the Yii 

Framework. The obtained results show that the defined smells exist in practice and give some 

insight into which of them tend to occur more frequently. Regarding the automatic detection 

method, results show that it exhibits good performance and accuracy. 

Keywords: Software Architecture, Bad Smells, static analysis, text analysis, MVC, Yii.  

1   Introduction 

In Software Engineering the term bad smell, hereafter referred to as “smell”, is used to 

denote a symptom of poor design or implementation that negatively impacts a software 

system’s properties (e.g., maintainability, testability, reusability.) [1]. A smell is usually 

used to indicate a potential problem with software. Although not universally agreed upon, 

it is generally accepted that smells can occur at different levels of abstraction going from 

source code (e.g., long parameter list [2]) to architecture (e.g., connector envy [3]).  
 

Smells are a common factor in the accumulation of technical debt [4]. Thus, detecting 

and fixing them becomes relevant to software system development. In recent years, the 

research community has been actively characterising smells (e.g. [5]) as well as 

developing approaches and tools for detecting and fixing them (see [6]). However, most 

of these efforts focus on smells that occur at lower levels of abstraction and few of them 

characterize, identify and fix smells at the architectural level. Additionally, in these works 

little consideration is given to performing these activities within the context of 

© Springer International Publishing AG 2018
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architectural styles, which are design structures commonly used for software 

development.  
 

The work presented in this paper is an initial effort to fill this gap by contributing to (i) 

the characterisation of a set of smells that are relevant to the Model-View-Controller 

(MVC) architectural style [7], which has been widely adopted for Web systems in major 

programming frameworks, and (ii) assessing the feasibility of the automatic detection of 

these smells in five systems implemented with Yii Framework [8] by using text analysis 

techniques. The obtained results show that the defined smells exist in practice and give 

some insight on which of them tend to occur more. Regarding the automatic detection 

method, results show that it exhibits good performance and accuracy.  
 

The remainder of this paper is organized as follows. In section 2 the MVC architectural 

style is explained and, based on its general constraints, a characterization of related smells 

is defined. Next, in Section 3, an approach to the automatic detection of these smells is 

explained. A basic evaluation of the approach is presented in Section 4. In Section 5 a 

discussion of related work is presented. Finally, in Section 6, the conclusions of this work 

are stated as well as some lines of future work. 

2   MVC Architectural Style and Related Smells  

Software architecture provides a high-level model of a system in terms of components 

and, connectors, and properties of both each [9]. While it is possible to specify the 

architecture of a system using this generic vocabulary, it is better to adopt a more 

specialized one vocabulary when targeting architectures of a particular application 

domain. This specialized modelling vocabulary is known as an architectural style [9].  
 

The MVC architectural style has been widely adopted as an architecture for the design 

and implementation of Web systems. Today, many popular development frameworks 

allow for the construction of Web systems using this style, e.g., Spring [10], Django [11], 

Rails [12], Laravel [13], and Yii [8]. Successful use of this style isolates business from 

presentation logic, which results in a system that is easier to test and maintain.  Figure 1 

shows a graphical representation the MVC architectural style and Table 1 describes the 

elements in this representation.  

 

The MVC style defines the following general constraints: 
 

- The Model should not deal directly with processing end-user requests. For example, 

its implementation should not contain $_GET, $_POST variables. 

- The Model should not deal directly with the presentation of data for end-user 

requests. For example, its implementation should not contain HTML presentational 

code. 

252 P. Velasco-Elizondo et al.



www.manaraa.com
  

- The View should not deal directly with performing explicit access to system data. For 

example, its implementation should not contain code for DB queries. 

- The View should not deal directly with end-user requests. For example, its 

implementation should not contain $_GET, $_POST variables. 

- The Controller should not deal directly with performing explicit access to system 

data. For example its implementation should not contain code for DB queries. 

- The Controller should not deal directly with the presentation of data for end-user 

requests. For example, its implementation should not contain HTML presentational 

code. 

 

 

Fig. 1. Graphical representation of the MVC architectural style 

2.1   MVC Smells  

The concept of architectural smell was originally used in [14] to describe an indication of 

an underlying problem that occurs at a higher level of a system's abstraction than code. 

Causes of architectural smells include, amongst others, applying a design solution in an 

inappropriate context, mixing combinations of design abstractions, or applying design 

abstractions at the wrong level of granularity [14]. 
 

Although nearly every Web developer knows the MVC style, properly implementing it 

still eludes many [7]. Frequently, the general constraints, as defined in the previous 

section, are not respected, resulting in poor design or implementation decisions that we 

call MVC Architectural Smells. Based on these constraints, Table 2 describes a 

categorisation of smells relevant to the MVC architectural style.  
 

We should note that this categorization of smells is not our own invention, but is a 

compilation of elements drawn from several informal sources (e.g. developer blogs, 
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question and answer sites), which we have assembled here in a more comprehensive and 

consolidated manner. 

Table 1.  Description of the elements of the MVC architectural style 

Element  Description 

Model 
Represents the system’s underlying data and the business rules that govern data 

access. It notifies the View of any changes made in the data. 

View 
A representation of the Model in a format desired by the end users. It queries 

the Model for any changes made in the data.   

Controller 

An intermediary between the View and the Model. It receives end users’ 

actions, commands requests coming from the View, invokes the required 

methods in the Model, and changes the View’s presentation of the Model when 

necessary.  

Table 2.  Categorisation of smells relevant to the MVC architectural style 

ID Name Description 

1.  
Model includes View’s 

computations and/or data 

Happens when the Model contains presentation of data 

of end-user requests (e.g. HTML code). 

2.  
Model includes Controller’s 

computations and/or data 

Happens when the Model has direct access to variables 

that represent the end-user’s request  (i.e. direct access 

to $_GET, $_POST variables). 

3.  
View includes Model’s 

computations and/or data 

Happens when the Controller has domain logic (e.g. 

code of DB queries). 

4.  
View includes Controller’s 

computations and/or data 

Happens when the View has direct access to variables 

that represent the end-user’s request  (i.e. direct access 

to $_GET, $_POST variables.). 

5.  
Controller includes View’s 

computations and/or data 

Happens when the Model contains presentation of data 

of end-user requests (e.g. HTML code). 

6.  
Controller includes Model’s 

computations and/or data 

Happens when the Controller has domain logic (e.g. 

code of DB queries). 

3   MVC Code Sniffer 

PHP_CodeSniffer is a static analysis tool that “sniffs” PHP code files to detect violations 

of a given set of rules defined in a coding standard [15]. It works by tokenising the 

contents of a code file into building blocks. These are then validated through the use of 

text analysis to check a variety of aspects against the coding standard in question. In this 

context, a coding standard can be seen as a set of conventions regulating how code must 
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be written. These conventions often include formatting, naming, and common idioms. 

Multiple coding standards can be used within PHP_CodeSniffer. After the analysis 

process, PHP_CodeSniffer outputs a list of violations found, with corresponding error 

messages and line numbers.  

3.1 MVC Sniff files 

A coding standard in PHP_CodeSniffer consists of a collection of open-source sniff files. 

Each sniff file checks one convention of the coding standard and can be coded in PHP, 

JavaScript, or CSS. Thus, it is possible to create new coding standards by reusing, 

extending, and building new sniff files.  
 

To detect MVC Architectural Smells, we built a Yii MVC code standard. The sniff files in 

this code standard are PHP classes, which are used in six smell detection algorithms that 

allow sniffing for the smells defined in Table 2.1  Figure 2 shows an excerpt from the code 

of a sniff file. This sniff file, in combination with others, is utilised to detect smell number 

6, which is Controller includes Model’s computations and/or data. As previously 

explained, this smell is related to an issue with a Controller performing the responsibilities 

of a Model. Thus, in terms of code, this smell results in a Model including code to read, 

write, or update data or data stores, typically in a database. 
 

As shown in Figure 2, a sniff class must implement the  

interface. This interface declares two functions that are needed for code analysis: the 

 and  functions. The  function allows a sniff to retrieve the 

types of token that it will process, in this case strings. Once these tokens are available, the 

 function is called with a representation of the code file being checked and the 

position in the stack where the token was found: the and 

 parameters, respectively.  
 

Information about a token can be found through a call to the  method on the 

code file being checked (line 13). This method then returns an array of tokens, which is 

indexed by the position of the token in the token stack. Tokens have a  index in 

the array, consisting of the content of the token as it appears in the code.  
 

The implemented analysis detects the statement (line 14) in the code of a 

Controller file. This statement allows for the deletion of existing records in a database. If 

the  statement is discovered in the code, the corresponding smell detection 

message is triggered (lines 17-20). A sniff indicates that an error has occurred by calling 

the which generates the created error message as the first 

argument, and the position in the stack where the occurrence was detected as the second 

                                                           
1 The code standard can be downloaded from https://github.com/Lucerin/Yii.  
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argument, including code to uniquely identify the type of error within this sniff and an 

array of data used inside the error message. 
 

 

Fig. 2. Excerpt of a sniff file for smell number 6: Controller includes Model’s computations and/or 

data 

When PHP_CodeSniffer is run on a Yii project using the Yii MVC code standard, there 

are two possible report types that can be obtained: detailed or summary. Figure 3 shows 

an example of a detailed report that produces a list of smells found, including 

corresponding error messages and line numbers. This figure shows the report produced 

from the analysis of a single code file:   Figure 4 

illustrates a sample summary report, which gives the total of all detected smells arranged 

by type. 

4 Evaluation  

In order to assess whether the definition of the Architectural Smells was appropriate, we 

wanted to compare them to a “gold standard” (as in Information Retrieval Systems). As 

far as we know, there is not a gold standard for determining the number of smells 

introduced in a MVC system. For this reason we ran a set of basic experiments on existing 

systems. Specifically, five systems created by third parties and implemented with the Yii 

Framework were analysed to detect MVC Architectural Smells using the 

PHP_CodeSniffer with the defined Yii MVC code standard. The systems are public and 

open-source, and can be downloaded from github.  
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Table 3 shows the results obtained from running the experiments. Each of the analysed 

systems had smells. It is notable that the architectural smell that occurred most frequently 

was smell number 6: Controller includes Model’s computations and/or data. The only 

smell with no occurrences in all analysed systems was smell number 4: View includes 

Controller’s computations and/or data.  

 

Fig. 3. An example of the errors reported in the detailed report 

Fig. 4. Example of the summary report showing detected errors  

For most of the systems, the time required for analysis was reasonably minimal. The 

exception was the analysis of system 1, which took 69 min, 49 sec. It should be noted, 

however, that the number of smells that this system had was significantly higher 
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compared to the other systems and we believe that the time required for automatic 

detection is nonetheless a significant improvement compared to the complexity and 

challenge of detecting these smells manually. 

Table 3.  Results obtained by using PHP_CodeSniffer with the Yii MVC code standard. 

System LOC 
Detected 

Smells 

Most Occurring 

Smell 

Smell with no 

Occurrences 
Analysis Time 

1. Linkbooks 66, 954 176 6 4 69 min, 49 sec 

2. yii play 

ground 
17, 341 20 6 4 10 min, 54 sec 

3. Blog 

Bootstrap 
6, 393 15 6 4 5 min, 5 sec 

4. yii2-shop 5, 324 14 6 4 4 min, 37 sec 

5. yii-jenkis 836 1 6 
1, 2, 3, 4  

and 5 
1.57 sec 

 

Having discussed the results of this basic analysis, in the next section we will cover areas 

of related work. 

5   Related Work  

There are two primary categories of related work: (i) code smell catalogues and (ii) code 

smell detection approaches. In this section, we relate our work to other literature on these 

two categories. 
 

Code smell catalogues.  Despite the range of works discussing the impact of bad smells 

in software architecture, very few catalogues of architectural smells have been proposed. 

One of these is proposed in [3] and includes four architectural smells, namely, connector 

envy, scattered parasitic functionality, ambiguous interfaces, and extraneous adjacent 

connector. In [16] the authors conducted a systematic review so as to to characterize 

architectural smells in the context of product lines. The authors reported a set of 14 

architectural smells which, in addition to the 4 smells in [3] and SLP-specific versions of 

those smells (e.g. connector envy SPL), includes component concern overload, cyclic 

dependency, overused interface, redundant interface, unwanted dependencies and feature 

concentration. Additionally, of the few catalogues that do consider smells at the 

architectural level, none of these consider smells within the context of an architectural 

style, in sharp contrast to our work. 
 

Code smell detection tools. In [6] the authors present the findings of a systematic 

literature review of 84 bad smell detection tools. Among other observations, the authors 
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report that existing tools for analysing code concentrate on 3 main languages, namely, 

Java, C, and C++. They found only 4 tools for the analysis of systems coded in PHP. With 

regard to detection strategies, the authors discovered that most of the tools are metric-

based. Less frequently used detection strategies include tree-based, text analysis, program 

dependence graph, machine learning, and logic meta-programming. Finally, the authors 

found 61 different bad smells detectable by tools, including Fowler’s [1] as well as others 

discussed in sources such as [17], [18], [19] and [20]. In contrast with most of these 

described tools, the tool presented in this paper can detect smells in systems implemented 

in PHP. Furthermore, the smells detected by our tool are architectural and relevant to the 

MVC architectural style.  

6   Conclusions and Future Work  

In this paper, we presented our progress toward (i) characterising a set of smells that are 

relevant to the MVC architectural style, as well as (ii) assessing the feasibility of 

automatically detecting these smells. The results obtained from our experiments in 

automatic detection show that most of the characterised smells do exist in practice. Our 

use of text analysis for the purposes of smell detection is a primary focus of this paper, 

and experiments implementing this technique demonstrated effective, accurate results.  
 

Although the material presented is this paper is still a work in progress, we believe that 

our preliminary results are valuable not only to researchers but also to developers, who 

may wish to begin using PHP_CodeSniffer with the defined Yii MVC code standard. 
 

In our future work, we plan to investigate related aspects, including the identification and 

categorization of other smells that may occur in MVC architectures, smell detection in 

other coding languages, and the enhancement of tool support.  
 

We believe that it is possible to add to our initial set of MVC Architectural Smells by 

incorporating smells that are, as yet, undocumented in literature. We envision a 

classification for MVC Architectural Smells based on dimension, such as behaviour and 

structure [5]. All smells detected by the technique detailed in this paper belong to the 

behavioural dimension.  
 

As described in [6] most detection tools are restricted to detecting smells in specific 

programming languages, which is a significant limitation of existing smell detection tools. 

By contrast, machine learning techniques are computational methods that use 

“experience” to make accurate predictions. We believe that the application of machine 

learning techniques to the detection of architectural smells can provide performance and 

accuracy, as well as multi-language support, while only requiring a few sets of training 

examples. 
 

Finally, with regard to enhancing tool support, we intend to explore the identification of 

refactoring for identified smells.  
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Abstract. Sentiment analysis is the study of subjective information, for example, opinions, 

sentiments and beliefs that people express about different topics. In recent years, its importance 

has grown because a large amount of this type of information has been generated daily in social 

networks, which can be used to obtain various benefits. There are several research works about 

sentiment analysis, but very few of them compare the use of sentiment analysis approaches and 

methods among various social networks. Therefore, the objective of this document is to provide 

a brief review of the most relevant works related to sentiment analysis and social networks, 

which shows the main findings regarding the tendencies of using the main sentiment analysis 

approaches, methods and aspects detected in the different social networks. The review can 

provide a guide for researchers to know the approaches that exist and how they were used 

specifically in social networks. 

Keywords: Facebook, Sentiment Analysis, Sentiment Analysis Approaches, 

Social Networks, Twitter. 

1 Introduction 

Nowadays an enormous amount of subjective information is generated in different 

social networks such as Facebook®, Twitter®, Sina®, among some others, because 

they are the means by which people express their opinions, sentiments or beliefs dai-

ly. Moreover, this information is of great interest to companies, organizations or indi-

viduals because it can generate great benefits, such as: a) knowing the level of satis-

faction of a customer with a product or service and taking actions if it is not good, b) 

finding out how the public opinion is related to some political party and planning 

better campaigns or strategies based on this, c) adjusting the content of a website 

regarding the interests that its users demonstrate, to mention but a few. 

A field of study that has taken great relevance to analyze subjective information is 

sentiment analysis (SA). According to Ravi and Ravi [1] the sentiment analysis or 

opinion mining is the study of opinions, sentiments, beliefs and attitudes that people 

express about different topics. This analysis involves tasks as detection, extraction 

and classification of sentiments from different resources in various formats, such as 
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discussion forums, blogs, social networks and news [2]. In particular, this paper is 

focused on the sentiment analysis in social networks texts because most of the subjec-

tive information is generated in these media and it is of textual type.  

It is important to mention that there are different sentiment analysis APIs (Applica-

tion Programming Interface) such as PreCeive®, Toneapi®, Semantria®, among others 

[3–5], which facilitate the development of applications and systems. Furthermore, 

there are different sentiment analysis approaches, such as machine learning, lexicon-

based and hybrid approach. Machine learning is based on a set of data to construct 

models that try to correctly classify new or unknown data [6]. The lexicon-based 

approach uses dictionaries that contain a broad collection of terms, phrases and ex-

pressions to infer the sentiment conveyed in a text [7]. Finally, the hybrid approach 

combines the lexicon-based approach techniques with the machine learning tech-

niques in order to take advantage of the characteristics of each one [6]. 

Moreover, there are different works consisting of researches, systematic reviews 

and comparative analyzes related to sentiment analysis that are focused on existing 

applications, algorithms, approaches and tools [1, 6–14]. However, very few of them 

compare the use of sentiment analysis approaches and methods among various social 

networks. Therefore, the purpose of this paper is to provide a brief review of senti-

ment analysis works that are focused in social networks, with the aim of finding 

tendencies related to the use of the main sentiment analysis approaches, methods to 

determine the sentiment and the most important aspects detected in the different so-

cial networks. This review can guide researchers to select the most appropriate ap-

proach according to the work that they intend to do. 

The structure of this document consists of six sections. The second Section de-

scribes the research methodology that was followed in this work. The third Section 

shows a classification of the research works according to the social network in which 

they are focused. The fourth Section describes the main findings discovered after the 

classification process. The fifth Section discusses the conclusions and future work.  

2 Research Methodology 

The research methodology that was followed in this work consists of three stages. The 

first stage is focused on an investigation of works that are related to sentiment analy-

sis in social networks. This research was carried out in digital scientific databases, 

such as: 1) ACM Digital Library; 2) IEEE Xplore Digital Library; 3) ScienceDirect 

(Elsevier); 4) Springer-Link; 5) Wiley Library, and 6) Taylor & Francis, which were 

considered in this research because they are the largest databases of electronic jour-

nals. In the second stage, a classification of these works was performed based on the 

social network in which they are focused. Finally, the third stage shows a report of the 

review of the most relevant works that identifies the findings regarding the use of 

sentiment analysis in social networks, such as: the main sentiment analysis approach-

es, the algorithms associated with these and the sentiment aspects detected. 

It is important to mention that this research did not pretend to be exhaustive and 

was based on the use of keywords and coincidences by title, which had the purpose of 

limit the results and select the most relevant works. Keywords used in this study were: 
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1) Sentiment analysis social networks; 2) Sentiment analysis twitter, and 3) Sentiment 

analysis Facebook. The first keyword was selected with the aim that the search was 

not limited to any particular social network; however, a search related to Facebook® 

and Twitter® was performed given their importance as the most popular social net-

works currently. Besides, only the works published by academic journals and the 

proceedings of international congresses were considered. Research works that were 

not directly related to sentiment analysis in social networks, that were not published, 

that were not written in English, that were textbooks, master or doctoral dissertations, 

or whose date of publication was not between 2010 and 2017 were discarded. 

The selection process resulted in 229 papers that were carefully reviewed and clas-

sified. The classification process was carried out manually, taking as classification 

criteria the social network on which the sentiment analysis was applied. In addition, in 

order to perform the detailed review of the works during the third stage, the most 

relevant works were chosen considering as selection criteria the number of works that 

have cited them and the social network in which they are focused. Fig. 1 shows the 

different stages of the research methodology described above. 

 

Fig. 1. Stages of the research methodology. 
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3 Classification of Research Papers 

This section describes the classification of documents based on the methodology 

previously proposed. The classification performed shows the most used social net-

works for sentiment analysis and aims to provide to other researchers with the guide-

lines for future investigations related to sentiment analysis in social networks, as well 

as to serve as a guide for professionals interested in the development of tools, algo-

rithms, approaches, frameworks, among others, within this area. 

Documents found after the search process that was carried out, were distributed 

among the different digital scientific databases. According to this distribution, the 

highest number of articles published using the search parameters established belongs 

to IEEE, which is distinguished by containing works related to Computer Science, 

Electrical and Electronics Engineering. Also, it is important to mention that in the 

different digital scientific databases, most of the works related to this research were 

found through the keywords: sentiment analysis twitter. 

There are several works on sentiment analysis that pretend to obtain different bene-

fits in diverse fields, such as: education, marketing, health, sports, politics, among 

some others. Social networks are increasingly important for sentiment analysis be-

cause they are the medium in which millions of people express their sentiments, emo-

tions and opinions. Besides, there are several social networks around the world and 

while some of them disappear, others begin to emerge. Table 1 shows the distribution 

of research works by social network and editorial. Twitter® is the dominant social 

network in sentiment analysis for the characteristics that it has, which are described 

below, as well as some of the most relevant works in each social network. 

Table 1. Distribution of research works by Social Network and Editorial 

Social 

Network 

Editorial Total 

Elsevier IEEE ACM Springer Others 

Twitter® 13 101 32 45 5 196 

Facebook® 3 14 5 3 - 25 

YouTube® - - 1 1 - 2 

Sina® - - 1 1 - 2 

Myspace® - - 2 - - 2 

Digg® - - 2 - - 2 

Total 16 115 43 50 5 229 

3.1 Twitter® 

Twitter® is a social network that allows its users to send and read short messages that 

are known as tweets, which do not exceed a length of more than 140 characters. In 

addition, it provides an API that allows access to its functionalities in a simple way 

[15]. Some authors argue that the sentiment analysis on Twitter® is complex because 

of the short length of its messages, since it makes difficult to identify the context and 

causes an abundance of abbreviations and spelling mistakes [16]. However, most 
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consider that these challenges are solved through a pre-processing of the text and that 

the short messages allow identifying with more precision the sentiment because it is 

more likely that a smaller number of sentences and entities exists. 

Twitter® was used by Wang et al. [17], who proposed a system for analyzing the 

sentiment of the public about the 2012 United States presidential candidates in real 

time. The system uses machine learning and offers to the public, the media, politi-

cians and other stakeholders a new and timely perspective on the dynamics of the 

electoral process and public opinion. Moreover, a new approach that adds semantics 

as an additional feature to perform sentiment analysis on Twitter® was introduced by 

Saif et al. [18]. The approach consisted of adding the semantic concept of each entity 

extracted by each tweet. After evaluating this approach with a machine learning algo-

rithm on three datasets, an average top accuracy was obtained compared to other 

known approaches. Salas-Zárate et al. [19] proposed a method to detect satirical and 

non-satirical tweets. The method pre-process tweets in order to clean and correct 

them, extracts psychological and linguistic features and trains machine learning algo-

rithms such as BayesNet and Decision Trees. It was tested using a corpus of tweets in 

Spanish and it obtained good results, with an F-measure of up to 85.5%. 

Wang et al. [20] proposed a new graph model to automatically generate the polari-

ty of a hashtag based on: 1) The sentimental polarity of the tweet that contains it; 2) 

The co-relationship between hashtags, and 3) Its literal meaning. It was shown that 

the performance of some machine learning algorithms improves using a classification 

adjustment that employs the literal meaning of hashtags as semi-supervised infor-

mation. In another work, Ghiassi et al. [21] developed a specific lexicon for sentiment 

analysis on Twitter® and demonstrated through sentiment classification models that 

the proposed lexicon was significantly more effective than traditional lexicons in 

terms of memory and accuracy. Finally, Tan et al. [22] showed that the information 

about relationships between users improves sentiment analysis. This work considered 

that the users related to each other are more likely to have similar opinions, so some 

induced models of Twitter® of the network of followers and the network formed by 

the users through mentions were proposed. The results revealed that the incorporation 

of this information leads to a higher accuracy in the classification of sentiments com-

pared to other known approaches based on SVM (Support Vector Machine). 

3.2 Facebook® 

Facebook® is a social network that allows its users to create a profile that represents 

them, upload photos and videos. In addition, users have the possibility to view the 

profile of other users, add them as friends, comment and exchange text messages. It 

also offers an API that provides functionalities for writing and reading data of this 

social network [15]. 

Ortigosa et al. [23] developed a method for sentiment analysis on Facebook® that 

extracts information about the sentimental polarity of users' messages and detects 

important emotional changes. This method was launched in a Facebook® application 

that classifies messages according to their polarity using a hybrid approach and dis-

plays the results through an interactive interface with an accuracy of 83.27%. In addi-
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tion, it was used in an e-learning context, so it is useful to recommend appropriate 

activities for each student according to their emotional state and feedback to teachers 

about what students feel about their course. In another work, Ngoc and Yoo [24] 

proposed a content-based classification method that considers the polarity of com-

ments and the user participation in Facebook®. A lexicon-based approach was used 

and it was concluded that the method is more accurate than other existing methods 

thanks to it considers the user's perspective, which refers to the comments polarity.  

Terrana et al. [25] analyzed the home pages of users and groups of Facebook® in 

order to detect through machine learning the sentimental polarity of the messages 

shared. Also, it was possible to create graphs that emphasized the sentimental concord 

between the publications and the comments. Finally, Troussas et al. [26] described 

how the sentiment analysis helps in language learning by stimulating the educational 

process, for which they conducted experiments that consisted of finding the senti-

mental polarity of Facebook® publications through machine learning. It was conclud-

ed that the classifier Naïve Bayes was the one that obtained the best results. 

3.3 Sina®, YouTube®, Myspace® and Digg® 

Sina® is one of the most influential social networks in China. It allows its users to 

share information with other people through text, images and other forms. The length 

of the text is limited to 140 characters [27]. YouTube® [28] is the leading video host-

ing service. It allows its users to share and manage their own videos, as well as 

search, view and comment on the videos of other users. Digg® is one of the most 

popular websites to share and discuss news and ideas [29]. Myspace® is a social net-

work that allows its users to create a profile, share photos, incorporate music or vide-

os to their profiles, among other things. In 2008 it was very popular; however, it has 

been overcome by other social networks and its use has been decreasing year by year. 

Zhao et al. [27] proposed a lexicon-based sentiment analysis algorithm on the con-

tent of Sina®. The algorithm achieved a very good accuracy but its efficiency was 

poor, so an optimization of the algorithm was performed and the problem was over-

come. In addition, a real time sentiment analysis platform was developed based on 

this algorithm. In another work, Hammad and Al-awadi [28] described a work where 

machine learning techniques such as SVM, neural networks, Naïve Bayes and deci-

sion trees were applied in order to find a light approach for sentiment analysis in 

YouTube® reviews and comments written in Arabic. The results showed that SVM 

achieved the highest accuracy (96.06%) compared to the other classifiers.  

Furthermore, Paltoglou and Thelwall [29] proposed an intuitive, not supervised and 

lexicon-based approach that estimates the level of emotional intensity contained in 

text from Twitter®, Myspace® and Digg®, with the purpose of making predictions. 

The approach allows detecting polarity and subjectivity, and after comparing it with 

known supervised approaches, the proposed approach overcame to the others in most 

cases. Finally, Gonçalves et al. [30] conducted a study comparing eight popular sen-

timent analysis methods on texts from YouTube®, Myspace® and Digg®. In addition, 

they developed a hybrid method that combines different approaches and a free Web 

service called iFeel that provides an API to access and compare the results between 

different sentiment analysis methods for a given text. 
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4 Findings 

One finding regarding sentiment analysis APIs is that although they can facilitate and 

expedite the use of sentiment analysis, they are rarely used. Of the different papers 

analyzed, only 9.68% used an API, while 90.32% chose other alternatives such as 

using some existing classification algorithms through data mining tools, to develop 

own algorithms, to use known applications, among others, which was done mainly to 

find new alternatives that obtain greater precision to detect sentiments. 

Moreover, another important finding is that within the sentiment analysis ap-

proaches, the most used is machine learning. This approach was used in 58.87% of 

the cases, since it is argued that in practice it tends to achieve higher classification 

accuracy and does not require lexical resources that are sometimes difficult to obtain 

or build. Then, the lexicon-based approach is found with 29.84% of use. Those who 

used this approach believe that it can achieve good results and overcome challenges 

of machine learning such as the dependency on the domain and labeled data. More 

lagging, with 9.68% of utilization the hybrid approach is found, which has achieved 

good results but it is little used because it implies taking on the challenges of machine 

learning and lexicon-based approach. Finally, the ontology-based approach reached 

1.61% of utilization. This approach has showed that it allows obtaining good results; 

however, it is the least used because it involves a greater effort than in other cases. 

The distribution of the use of sentiment analysis approaches is shown in Fig. 2. 

 

Fig. 2. Distribution of Sentiment Analysis approaches used in social networks. 

Moreover, since machine learning is the most used approach, it is important to 

mention that the works concerning to this approach were based on the use of different 

methods of classification, regression and clustering to determine the sentiments of 
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compared to other texts (abundance of abbreviations, spelling mistakes, and character 

limitations, among others) that affect the accuracy of such methods. Thus, many of 

the papers try to find the methods to determine the sentiment with more precision. 
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percentage of use of the main methods to determine the sentiment of texts from social 

networks among the analyzed works. 

 

Fig. 3. Machine Learning methods used in sentiment Analysis in Social Networks. 
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and intensity, the detection of emotions, sarcasm and negation. However, not all as-

pects were investigated with the same regularity and importance. Therefore, another 

finding obtained in this research is that the works tend to focus only on the detection 

of polarity, since this was considered in the 96.77% of the works, while the other 

aspects were considered in very few cases. Fig. 4 shows the finding in greater detail. 
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Fig. 4. Main aspects detected in research works. 

5 Conclusions and future work 

This paper provides a review of the most relevant works related to the use of the 

sentiment analysis approaches in social networks. After investigating and analyzing 

these works, some important findings were gleaned. The first one is that the percent-

age of use of the sentiment analysis APIs is very low compared to the use of other 

alternatives such as methods or algorithms used independently; however, it would be 

interesting compare the results obtained by these alternatives and by APIs. Also, it 

was identified that machine learning is the most used approach given the high accura-

cy that it usually obtains. However, it is domain dependent and it needs labeled da-

tasets, which implies a lot of effort in an environment such as social networks, in 

which many domains are involved. Thus, it is necessary to explore other approaches 

that achieve good results with less effort and resources. 

Moreover, it was observed that the works tend to focus on the sentimental polarity, 

while leaving aside other aspects such as intensity, negation or emotions. It is im-

portant consider these aspects, because this would achieve a deeper and detailed anal-

ysis that allows to make better decisions, to create better business strategies, among 

others benefits. In a similar way, the most used methods to determine the sentiment of 

texts in the context of social networks were identified. SVM and Naïve Bayes were 

the most used; however, it is worth exploring with greater depth other alternatives in 

rise, such as Ensemble methods, which have gotten encouraging results. 

As future work, we are considering to expand and improve the research from three 

perspectives. First, it is important to extend the number of papers analyzed including 

other types of documents such as master and doctoral thesis. In second place, we will 

evaluate aspects such as: 1) Lexical resources used in the lexicon-based approach, and 

2) Feature extraction methods used in machine learning, such as bag of words, n-

grams, among others. Finally, we pretend to make a classification based specifically 

on aspects that the works detect with greater importance and frequency, such as sar-

casm, irony, satire, among others.  
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1   Introduction 

Organizations are relying more and more on project management to achieve 

initiatives [1]. Economic figures gathered internationally indicate a significant and 

growing use of project management [2]. Huemann, Turner, and Keegan in 2004 

reported that we have become a project-oriented society, and Anantatmula [3] in 

2008, citing other studies, estimated annual spending on projects to be in the billions 

of dollars in the global economy. 

duration or complexity, and due to these factors; some of them influence the 

determination of using project management software [3]. The project management 

software has been incorporated during the last years, much functionality that 

facilitates the work of a project manager or project management team. Some tools or 

techniques such as WBS (work breakdown structure), CPM (critical path method) and 

PERT (Project Evaluation and Review Techniques) are common features in any 

project management software [4]. In addition to other features such as its functionality 

© Springer International Publishing AG 2018
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Abstract. The use of software applications usually contribute in most times the 

contexts where they are applied, however their adoption is not always effective. 

In particular, concerning the project management, there are some difficulti 

. In this research our objective is 

 

-es in the context of medium-sized companies in Lima to use project manage 

-ment tools for the projects they manage

to study the factors related to the organization and users for the acceptance of 

management tools. A survey was designed and performed based on a previ 

-ous and similar study. A response was obtained from 77 managers of med

-ium-sized projects with emphasis on the factors analyzed. Factors

such as functionality, organizational size, project complexity and soft 

-ware use are the most representative. The study also found: (i) a strong  

and significant relationship between the use of software and the performan

-ce perception of the project manager and (ii) factors related to experience, train

-ing and education level have no effect.

In the nature of the projects can be identified different characteristics such as
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through the use of internet, collaborative work and documentation attached to the 

project [5]. 

The involvement of Information Technology (IT) areas has been important in 

incorporating these tools into project management applications which has enabled 

project managers to maximize the use of project management methods [3]. However, 

the main problem is that organizational and user factors that influence the acceptance 

of project management software are not known; this main problem is the effect of 

little or no understanding of the process of adopting new technology and that the 

common characteristics and sociological factors of the users are also unknown. 

The structure of the document is organized in such a way that the following 

section: Section 2, mentions the models that have traditionally been used to explain 

the adoption of IT at the individual level; in Section 3, research protocol is described; 

in Section 4 survey results is presented; in Section 5, hypotheses are tested; in Section 

6, a final consideration, conclusion and future work are established. 

2   Background 

The adoption of IT has been extensively studied to find theoretical foundations, 

factors, roles and organizational structures. All this research has been necessary 

because the adoption of technology is a complex and social process involving 

contextual, emotional and cognitive factors [5]. Next, the literature is described on 

some of the theories that have allowed studying factors of adoption of technology: 

 The Behavior theory [5] is used to predict whether a person intends to do 

something, researchers need to know: (i) whether the person is in favor of doing 

it ('attitude'); (ii) how much the person feels social pressure to do it ('subjective 

norm'); and (iii) whether the person feels in control of the action in question 

('perceived behavioral control'). 

 The Theory of Reasoned Action (TRA) [6, 7, 8] is a general model of prediction 

of human behavior originally introduced by Fishbein in 1967 and then improved, 

developed and tested by Fishbein and Ajzen in 1975, which defines the 

relationships between belief, attitude, norm, intention, and behavior. 

 The Theory of Planned Behavior (TPB) [9] is a model very similar to the TRA, 

except that an additional construct is taken into account: perceived behavioral 

control (PBC), which refers to perception control over the performance of a given 

behavior. 

 Technological Acceptance Model (TAM) [7] was developed by Fred Davis in 

1985, where he proposed that the use of a system is a response that can be 

explained by the motivation of the user, which in turn is directly influenced by an 

external stimulus on the part of the characteristics and capacities of the real 

system 

The most widely used models, from the perspective where individuals are highly 

rational and make their decisions to maximize value or utility [10], and therefore 

become the main source of innovation and organizational changes, are: The TAM, 

TPB, and the Unified Theory of Acceptance and Use of Technology (UTAUT) [11]. 
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Since the adoption of information technologies presupposes a new use of these 

technologies and systems or the introduction of them into an organization, IT 

adoption models are based on innovation models, in the sense that the latter implies a 

perceived novelty within the organization, such as an idea, artifact, or practice [12]. 

Project management software was initially developed in the 1960s and 1970s to 

run on large computers. More than 500 project management software packages were 

developed in the 1990s, with a wide variety of prices and capabilities [4]. Currently 

most of the development of software is done on cloud basis, the web based software 

development trend grows up very quickly [13]. 

The study by Ali, Anbari, and Money [14] represents a significant advance towards 

the understanding of the factors that affect the use of information technology in 

project management. 

This research on the impact of organizational and user factors on the acceptance 

and use of project management software in the medium-sized company in Lima seeks 

to replicate and expand the study conducted by Ali, Anbari, and Money [9] in the 

Peruvian context. The factors selected in [9] were drawn from the literature of 

information systems and project management performance impact and level of use, 

project management software characteristics, computer self-efficacy, task 

characteristic and management support. 

3   Research protocol 

In this Section we present the research protocol based on hypotheses and 

methodology followed for this study. 

3.1   Methodology 

In this study, we used a survey as research protocol. The survey  design’s  follow  phases  

were established in [15]: plan (pln), realization (rlz) and report (rpt). Then the 

activities were developed: (pln-1) set the survey objectives, (pln-2) design the survey, 

(pln-3) develop the questionnaire, (pln-4) evaluate and validate the questionnaire, 

(rlz-1) get the survey data, (rlz-2) analyze the data obtained and (rpt-1) report the 

results.  

The instrument  used for evaluation was translated  from  English  into  Spanish  and  the

questions reviewed to facilitate its compression. Subsequently some items were 

modified to increase their clarity. The final instrument was constructed using a 5-

point Likert scale (1 Almost never, 2 Sometimes, 3 Normally, 4 Almost always, 5 

Always). A web survey was used as  means of data collection.  

Due to the exploratory nature of the study, a non-probabilistic sampling was 

chosen for convenience, having as reference the project managers of medium-sized IT 

areas in the city of Metropolitan Lima. 
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3.1   Hypotheses 

In Fig. 1, it is presented the research model examined in this study. The research 

model assesses the extent of project management software usage by project 

professionals and the impact of its use on their perceived performance [14]. 

The model posits that project management software acceptance is a function of 

perceived information quality, software functionality, ease of use, project complexity, 

project size, organization size, user training level, education level, and experience. 

The model also proposes that the use of the project management software has a direct 

and positive impact on the user’s perceived performance [14]. The research model 

proposes the following hypotheses: 

 H1: The perceived ease of use has a positive relationship with the use of project 

management software 

 H2: The perceived functionality has a positive relationship with the use of project 

management software 

 H3: The perceived information quality has a positive relationship with the use of 

project management software 

 H4: Organization size has a positive relationship with the use of Project 

management software. 

 H5: Project size has a positive relationship with the use of project management 

software. 

 H6: Project complexity has a positive relationship with the use of project 

management software 

 H7: Level of project manager training has a positive relationship with project 

management software usage 

 H8: Level of project manager experience has a positive relationship with project 

management software usage 

 H9: Level of project manager education has a positive relationship with project 

management software usage 

 H10: The use of project management software has a positive relationship with 

project manager performance 

 4   Survey Results 

The data were collected from an independent sample composed of project managers 

obtained from the researcher's contacts, from the contact database in Peru of the 

company Dharma Consulting and from a contact list provided by the Section 

Computer Engineering of the Pontifical Catholic University of Peru. 

108 project management professionals participated in the survey (completed) 

obtaining 77 responses that indicated that they used some type of project management 

software which represents 70% of the sample the remaining 30% did not use any 

tools. 

Table 1 shows the level of education of the research sample, where more than 

76.9% have a professional degree, a master's or doctoral postgraduate degree, and the 

rest of the participants had a bachelor's degree, had completed university or had 
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Technical instruction. In addition, 49.4% of the participants have more than five years 

in the field of project management and 48.0% of them have more than five years of 

experience using project management software. Table 2 shows the data regarding the 

age of the participants, where 95.4% of them are in the range of 20 to 50 years of age. 

 

Software Characteristics:

 Ease of use

 Information quality

 Functionality

User Characteristics:

 Experience

 Training

 Level of education

Organizational and Project 

Characteristics:

 Organization size

 Project size

 Project complexity

Extent of PM Software 

Utilization

 Time of use

 Frequency of use

 Future use

User Perceived 

Performance

 

Fig 1. Research model 

Table 1. Level of education 

 Frequency Percent Cumulative 

percentage 

Valid Doctorate 3 2,8 2,8 

Magister 39 36,1 38,9 

Titled 41 38,0 76,9 

Bachelor 18 16,7 93,6 

College graduate 4 3,7 97,3 

Technical instruction 3 2,8 100,0 

Total 108 100,0  

Table 2. Age of participants 

 Frequency Percent Cumulative 

percentage 

Valid 20-30 28 25,9 25,9 

31-40 53 49,1 75,0 

41-50 22 20,4 95,4 

51-60 5 4,6 100,0 

Total 108 100,0  
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The reliability analysis of the measuring instrument was omitted because it was 

taken from a previous investigation. However, the high values of Cronbach's alpha 

obtained in each of the sections indicate and confirm the consistency of the questions. 

As a first step a Factor Analysis was performed, which included a Varimax rotation 

for each of the sections of the research questions questionnaire. Then, the factors for 

each of the sections of the survey were identified: performance, use, software 

features, self-efficiency, task characteristics and management support. To determine 

the number of factors to be retained, the Kaiser criterion was applied, that is, to retain 

those factors with an eigenvalue greater than 1. Once the factors were obtained, the 

regression analysis of the factors identified versus the variables of use was carried 

out. It was done as in the original research. 

5   Testing the Research Hypotheses 

The obtained factors are shown in the Table 3. By analyzing variances of ANOVA, 

we intend to validate the model and establish the values of the β factors that compose 

it. The detailed analysis of each of the results obtained for each of the hypotheses is 

summarized in the Table 4. Five of the ten research hypotheses were supported, and 

another five were not supported. 

Table 3. Summary of factors 

 Factor Variable 

Performance F1 Performance 

 F2 Performance of the management 

Degree of Use F1 Knowledge area (Extent of use) 

 F2 Complex Projects [-] 

 F3 Process Groups [-] (Extent of use) 

 F4 Small Projects 

 F5 Use  

Software Features F1 Quality of information 

 F2 Integration 

 F3 Functionality 

 F4 Easy to use [-] 

Self-efficacy F1 With support 

 F2 Unsupported [-] 

Characteristics of the task or 

Complexity of the project 

F1 Routine tasks 

 F2 Tasks established 

 F3 Interdependent tasks [-] 

 F4 Equivocality 

Management support F1 Support from Top Management 

 

Compared to the original research study, we have the following results:  

 Hypothesis 1 (H1) was not supported indicating that a statistically significant 

relationship (β = 3.4%, p <0.772, R2 = 0.12) was not found. In addition the 

variable ease of use was in the opposite direction. This is an unexpected result; 
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the project managers participating in this study do not consider that the ease of 

use of the project management software is a variable in the decision to use it, 

This finding is contradicted by a survey conducted by The Access Group in 2013 

which states that the most sought after features in project management software 

are reliability, ease of integration and ease of use [16]. 

Table 4. Result of the model hypotheses 

Hypothesis Resulted p-valor R2 

H1  Not Supported 0.772 0.120 

H2  Supported 0.000 16.50 

H3  Supported 0.001 15.44 

H4  Partially Supported 0.058 5.05 

H5  Not Supported -- -- 

H6  Supported 0.004 11.14 

H7  Not Supported  -- -- 

H8  Not Supported -- -- 

H9  Not Supported -- -- 

H10  Supported 0.000 24.57 

 

 Hypothesis 2 (H2), can confirm that for the participants of this study it is of more 

relevance that the software fulfills the requested functionality before the 

satisfaction in the use. The 2007 PwC survey indicates that "the most commonly 

used features are resources and milestones" [17]. Then in 2015, Capterra's 

"Project Management User Research Report" survey indicates that the most 

important factor in choosing the purchase of project management software is 

functionality (40%) followed by ease of use (24%) [18]. 

 Hypothesis 3 (H3) is strongly supported. However, in a survey called "Insights 

and Trends: Current Program and Project Management Practices" [17] mentions 

that project management reports are not generated using project management 

software. In fact, the data suggest that the most frequently reported project 

management area, cost reporting, is mainly done outside of project management 

software. Only 23% of cost reports are generated using project management 

software. However, Capterra's survey in 2015 points out that "one of the major 

business challenges that drives people to use project management software is to 

capture project time and costs (62%)" [18]. As a consequence, it can be 

interpreted as the need to be able to have information on these two aspects in the 

projects tools. 

 Hypothesis 4 (H4) is partially supported by the research. According to this 

statement we have that PwC in a survey called "Insights and Trends: Current 

Program and Project Management Practices" [17], indicates that 77% of the 

participating companies use project management software. From this set, those 

organizations that have a higher maturity level are significantly more likely to use 

project management software: 95% of organizations of the highest maturity 

category use project management software, compared to only 55% within the 

category of lower maturity level. In an earlier report by PwC itself [19], it is 

mentioned that: "If the organization's maturity level is low, software installation 

will create problems and influence the performance of your project. Once the 
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organization reaches a certain level of maturity, where project management 

processes are institutionalized, the use of software will significantly increase the 

overall performance of the project". 

 Hypothesis 5 (H5) is not supported. In the survey conducted by PwC [17], it is 

mentioned that: "We found that software use is frequent - 77% of companies use 

project management software, while 23% does not. Software tools are used more 

frequently to manage individual projects compared to multiple projects or 

programs”. No reference to project size. 

 Hypothesis 6 (H6) is supported. The participants in this study identified that the 

complexity of the project is directly related to the use of project management 

software. 

 Hypothesis 7 (H7) is not supported by the present research work. In a survey 

conducted by PwC [17], they found a correlation between project management 

certification (PMI and Prince 2 certifications) and project performance. Contrary 

to what we found in our research. However, in the same PwC study, it was found 

that the use of project management software is linked to the high performance of 

the project. 77% of the participating companies use project management 

software. In a previous report made by the same company, in 2004, the same 

correlation was found with a level of use of 87%. 

 Hypotheses 8 (H8) and 9 (H9) are not supported. No correlation was found 

regarding the experience and level of education of the project manager and the 

use of project management software. 

 Hypotheses 10 (H10). About H10, it was found that the use of project 

management software has a positive and statistically significant relationship with 

the performance perceived by a project manager, due to the values obtained (β = 

50.6%, p <0.0001, R2 = 24.57). In other words, the use of project management 

software accounts for 24.57% of the variation in performance perceived by a 

project manager.  

Based on the regression analysis obtained, the impact of software use on the 

performance perception can be calculated using the following regression equation 

(1): 

Perception of performance = 0.019 + 0.506 * Use of SW of PM+ ε. (1) 

 

For each unit of increase in the use of project management software, the 

perception of performance of the users increases in 50.6% of unit. 

In Table 5 we can find the results found for each of the hypotheses in both 

researches. 

According to a study by Straub [20] it is argued that the predictions of TAM will 

not necessarily be maintained between cultures. This indicates that countries differ in 

cultural terms. Hofstede's research [21] on cultural dimensions provides a theoretical 

basis for exploring the impact of cultural differences in the adoption and diffusion of 

IT-based innovations such as e-mail. 

Hofstede [21] describes four dimensions that can be used to distinguish between 

different cultures: power-distance, uncertainty avoidance, masculinity, and 

individualism. Table 6 lists the four dimensions and a brief description of each. 
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Table 5. Hypotheses contrasted with original research 

Hypothesis Original study result Research result 

H1  Strongly Supported Not Supported 

H2  Strongly Supported Supported 

H3  Strongly Supported Supported 

H4  Moderately Supported Partially Supported 

H5  Partially Supported Not Supported 

H6  Strongly Supported Supported 

H7  Not Supported Not Supported  

H8  Partially Supported Not Supported 

H9  Moderately Supported Not Supported 

H10  Strongly Supported Supported 

6   Discussion, conclusions and future work 

Since this was an initial research in the application of the TAM model in medium-

sized enterprise project management software in the city of Lima, there were several 

limitations. It is very likely that the results and conclusions of this research will be 

limited to the sample, variables and time frame represented by the research design. 

Table 6. The four cultural dimensions of Hofstede 

Hofstede Dimension Abbr. Description 

Power- distance PDI Degree of inequality among people which the population of 

a culture considers normal 

Uncertainty avoidance UAI Degree to which people in a culture feel uncomfortable with 

uncertainty and ambiguity 

Individualism IDV Degree to which people in a culture prefer to act as 

individuals rather than as members of groups 

Masculinity MAS Degree to which values like assertiveness, performance, 

success, and competition prevail among people  of a culture 

over gentler values like the quality of life, maintaining 

warm personal relationships, service, care for the weak, etc. 

 

The conclusions should be considered attempts until other further investigations 

can confirm or reject similar finds. In addition, these findings are limited to the heads 

of medium-sized enterprise projects in metropolitan Lima.  

The characteristics of the sample make it clear that the respondents of this research 

cannot be seen as a reflection of the population in general. Therefore, the results of 

this study cannot be extrapolated since the sample may not be strongly representative 

of the national population of those who manage projects. 

For future studies, it is proposed to extend the proposed model and look for other 

variables that are considered important, related to the characteristics of the software as 

with the characteristics of the user. Another aspect to study would be to measure the 

correlation between the variables studied by a bivariate correlation test. 
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This research enriches the understanding of the factors affecting the use of 

information technologies in project management. In the study, the use of project 

management software explains 24.57% of the variation in performance perceived by a 

project manager. 

However, there are some marked differences in the results of our research with 

respect to the initial study. It was not possible to validate that the following variables 

have a direct relation with the use of project management software, among them we 

have: the size of the project, the training in project management, the level of 

experience in project management, the level of academic education and the perception 

of software ease of use. 

From all these unconfirmed factors, three are specific to the project manager 

(training in project management, level of experience and level of academic training). 

The non-confirmation of these three factors may be due to cultural terms, as Straub 

[20] puts it in his study called "Testing the technology acceptance model across 

cultures: A three country study", where it is pointed out that cultural dimensions 

provide a foundation to explore the impact of cultural differences in the adoption and 

diffusion of IT-based innovations [21]. 

It was also confirmed with the H4 hypothesis that the size of the organization has a 

direct relationship with the use of the software. This is supported by other literature 

that mentions that organizations with a higher level of maturity are significantly more 

likely to use project management software [17]. 

On the other hand, the results obtained indicate that the sociological factors do not 

influence the acceptance of the project management software. In the opinion of the 

project managers, it seems clear that professional experience and training cannot be 

replaced, but software can help improve organizational skills, refine the scheduling of 

tasks and gain a better understanding of how and why things go well or wrong in 

projects. 
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Abstract. Performance and efficiency are two topics raking high on the 

agendas of information technologies (IT) top managers across the globe. In 

order to address these challenges some lessons learned from other sectors 

started to be incorporated in IT, namely a Leaner mind-set imported from 

manufacturing. This paper aims to better understand if the adoption of a Lean 

philosophy would benefit IT in regards to its performance as well as to validate 

some of the currently available Lean IT recommendations. The author analyzed 

opportunities for improvement identified in a case study by conducting 

unstructured interviews and by leaving some comments based on his 

observations. These finding are then applied to Lean IT recommendations 

available in the literature, clustering them against the adapted concept of waste. 

Finally, the author suggests that a Lean mind-set could offer positive outcomes 

and recommends further research that could add extensive value to practitioners 

and academics.  

Keywords: Lean IT; Lean Manufacturing; Lean Transformation; Information 

Technologies; Project Management. 

1   Introduction 

Although the Information Technology (IT) sector has improved considerably over the 

past decades, researches and practitioners across the globe still struggle in order to 

increase its efficiency and performance. To be noted that according to the CHAOS 

report conducted by the Standish Group [1] and considering data until 2015, we can 

perceive that only 29% of IT projects succeed in being completed within time and 

budget, with 52% of them being considerably challenged and 19% of them simply 

failing. These figures suggest the urgent need to adapt new practices or even entirely 

new mind-sets to address these challenges – In this sense, the adaption of a Lean 

philosophy could be an interesting path for IT organizations across the globe, since it 

already proved to be valuable in several other sectors. Although Lean is better known 

in manufacturing, the same benefits can be harvested in the IT world. It is actually 

suggested by some authors that manufacturing is similar to other sectors such as 
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banks and insurance companies. It is therefore not surprising all are now looking to 

manufacturing to learn about Lean thinking [2]. It is the author’s strong belief that 

Information Technologies should follow the same suggestion. 

The following paper aims to better understand if a Lean mind-set would benefit IT 

organizations, as well as to provide some preliminary validation of the overlooked 

Lean IT concepts, which can still be considered a gap in the literature. In the form of a 

case study, the author analyses the methodologies and processes in use in an IT 

department of a large European Bank, with a special interest in opportunities for 

improvement. These findings are then cross-checked with Lean IT concepts in an 

effort to understand their applicability by practitioners. Finally, the author leaves 

some final considerations on the topic and suggests some paths for further research 

2   From manufacturing to IT – an introduction to Lean IT 

Lean concepts have been on managers’ lexicons since the early 90’s, after Womack, 

Jones and Roos [3], published the bestselling book "The Machine that Changed the 

World". This publication generalized Lean, showcasing several concepts and 

techniques that promised very interesting performance improvements for 

organizations, tying together “many of the seemingly disparate principles that had 

caught the attention of researchers and practitioners alike” [4]. This introduction of a 

corporate philosophy centered on Lean principles showed great potential, especially 

on manufacturing industries – it is not surprising to acknowledge that the same 

principles started to be applied on several other sectors, with equally promising 

results. Yet, giving a short definition of Lean is not an easy task.  

We can first define Lean as being a mind-set that discards any action that does not 

increase value from a customer perspective. Yet, it can also be seen as a management 

style or practice that constantly tries to understand the "why", making an effort to 

always involve all employees in a very people centric way. It can also be considered 

an approach that inspires reengineering of processes and promotes continuous 

improvement, targeting a better overall performance. Finally, we can even see it as a 

tool that allows and encourages the visibility of performance. In a nutshell, Lean 

Manufacturing can be seen as a philosophy that decreases time from order to 

completion to the end customer, eliminating any potential sources of waste as 

suggested by Liker [5]. Additionally, and recognizing the importance that waste 

definition has on the Lean mind-set, we can describe waste as something that 

represents any excess interruption, misalignment, unnecessary work, or ingrained 

redundancies that add no value [6]. Actually, the idea of constantly detecting and 

eliminating waste can be considered as one of Lean’s mantras, being that several 

authors [7] summarize waste in 7 types, also known as the 7 "MUDA": Excessive 

production, Waiting, Transport, Over-Processing, Inventory, Reprocessing and 

Defects.  Although waste detection and elimination is a very important topic for Lean 

thinkers, as well as the central piece of this paper, it is important to highlight that the 

real benefit of Lean is not only eliminating waste. In fact, it can be considered to be 

the overall strengthening of the system as suggested by Meier and Forrester [8]. 
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Additionally, Lean should be seen as a path, rather than an end point as suggested by 

Karlson and Ashlstrom [4].  

This path can also be taken by IT organizations, importing some of these concepts 

and philosophies from manufacturing and other sectors. It might seem like a difficult 

road to cross, but let’s have in mind that IT processes and procedures can be mapped, 

measured and managed – meaning that they can be optimized. Riding on this idea, 

some efforts to adjust Lean philosophies to IT started to grow all across the globe, 

being the pioneer book of Mary and Tom Poppendieck [9] "Lean Software 

Development: An Agile Toolkit for Software Development Managers” a very good 

example of these efforts. Still, the topic was greatly overlooked by the academia, 

generating more interest on practitioners than researchers. A good example of this gap 

in the literature is the adaption of the waste concept to IT, a topic not so easy to find 

properly validated on specialized academic literature, but already discussed by some 

practitioners as DOWNTIME. In the IT case, the concept of DOWNTIME can be 

seen as a simple adaption of the 7 MUDA previously mentioned on this paper, as 

suggested by Peter Waterhouse [10]. These 8 sources of waste on IT are summarized 

on Table 1, below: 

Table 1.  Waste factors in IT (DOWNTIME)  

Waste Factor Example of waste Example of impacts 

D - Defects Technical errors or miss 

alignment with requirements 

Lack of customer focus 

(considering internal and external 

customers in organizations), 

increase in costs and in time to 

completion 

O - Overproduction Developments that will not be 

used, that will not be fully used 

or that will be used in a non-

optimal way 

Increase in costs, increase in 

complexity 

W - Waiting Long waiting times between 

activities, for instance between 

defect correction, transport and 

re-testing 

Low performance, lack of customer 

focus, increase in costs, increase in 

employee frustration, increase in 

time to completion 

N - Non-Value 

added processing 

Applications that do not 

deliver relevant value to the 

organization or to the final 

customers 

Miss-communication, increase in 

business complexity and increase 

in costs 

T - Transportation Transports for problem 

solving, non-optimal 

environment and client 

strategy  

Increase in costs, lower efficiency, 

increase in time to completion and 

increase in employee frustration 

I - Inventory Non adjusted IT sizing, non-

needed licensing 

Increase in costs and lack of 

efficiency 

M - Motion Re-active way of working, 

instead of a pro-active and 

planned way – also known by 

practitioners as “firefighting” 

Increase in costs, lower 

productivity, increase in employee 

frustration 

E - Employee 

knowledge 

Inability to record knowledge, 

non-effective or non-existent 

Lowers employee engagement and 

satisfaction, risk of losing 
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knowledge transfer or learning 

activities 

knowledge on the organization 

 

This simple mapping of waste sources, adapted to IT, can be used as a quick guide 

to target and address performance pain points on an IT organization, being very 

valuable for practitioners in continuous improvement initiatives. Still, the actual value 

it can deliver to organizations could be further validated from an academic 

perspective, adding value to the community and increasing the confidence on the 

topic. The following research paper aims to take one step further in this validation, 

sustaining the findings with the research methodology detailed on the following 

chapter. 

3   Research Methodology 

In order to better understand if the adoption of a philosophy centred in Lean concepts 

would benefit an IT organization in regards to its performance as well as to validate 

some of the currently available Lean IT recommendations, the author analysed 5 

months of IT services delivered by a large consultancy and outsourcing firm based in 

Lisbon, Portugal, to the local headquarters of a large European Bank, in Lisbon, 

Portugal. These 23 weeks under analysis consider more than 5500 hours of work 

delivered by a total of 26 employees, all working at the bank premises. To be noted 

that not all the consultants were working full time, being that some of them were just 

brought in for very specific activities, being rolled off once completed. This data was 

collected in 2010/2011 and unpublished so far due to confidentiality agreements, 

being the author’s belief that the findings are still relevant for academics and 

practitioners. 

The author starts by analysing the efforts consumed per project phase of all the 

projects that took place in this period, cross-checking the results with available 

literature. Additionally, the author conducted 3 unstructured interviews to main 

stakeholders from the vendor side participating on the projects in order to understand 

their main lessons learned from this account. These stakeholders were carefully 

chosen considering their visibility of the overall positioning of the IT department on 

the organization, their knowledge of the methodologies and processes in place, their 

deep understanding of the activities being completed by the teams as well as their 

understanding of the challenges that the teams faced while delivering the services. 

Based on the findings, on a second interview with the selected stakeholders, the 

author will group the results with the main sources of waste identified on Lean IT 

literature, creating a clustering between sources of waste and opportunities for 

improvement, leaving some comments related to its applicability and recognizing its 

relevance to academics and practitioners. Finally, the author draws some conclusions 

based on the findings and highlights some threats to the validity of the study. 
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4   Opportunities for improvement from the case at study 

Based on the author’s empirical knowledge and observations, the organization at 

study revealed a low to medium maturity level despite its efforts to adapt best 

practices and its healthy and constant eagerness to improve. The first observation was 

that the methodology being used on the projects was not only not clear and 

communicated to the teams, but also overlooked from a conceptual perspective, 

especially from a resourcing estimation and effort allocation point of view. To be 

noted that this is a typical indicator of performance issues, considering that poor effort 

allocation is one of the main root causes of rework due to insufficiently or badly 

resourced activities [11]. In order to better understand this opportunity for 

improvement, the author analyzed all the efforts employed on the projects at study by 

the vendor, considering 23 weeks of activity – out of the total hours analyzed (more 

than 5500), the author validated that 37% of the efforts were management activities, 

11% of the efforts were dedicated to requirements analysis and design, 41% were 

related to technical design, development and unit testing, and the remainder 11% were 

dedicated to SW integration and further testing. For the study at hand the percentage 

of effort for management activities will not be further analyzed, although it already 

suggests some lack of management efficiency. Further, and disregarding the 

management efforts, we can consider that 17.5% of efforts were consumed for 

requirements analysis and design, 65% were related to technical design, development 

and unit testing, and the remainder 17.5% were dedicated to SW integration and 

further testing. 

In order to better understand the deviation of this effort consumption from industry 

best practices, the author compared the collected data with the COCOMO II model 

[12], which suggests the allocation of effort for new software development as 20% for 

requirements analysis and design, 57% for detail design, code and unit test, and 23% 

for SW integration and test. The results of this analysis are on Table 2, below: 

Table 2.  Case Study efforts against COCOMO II 

Project Phase Efforts from 

Case Study 

COCOMO II Deviation (Case Study 

VS COCOMO II) 

Requirements analysis and design 17.5% 20.0% +14.3% 

Detail design, code and unit test 65.0% 57.0% -12.3% 

SW integration and test 17.5% 23.0% +31.4% 

Relative Effort 100.0% 100.0% 0% 

 

 

To be noted that in all phases we have a considerable deviation, being the deviation 

on the phase of detail design, code and unit test the largest. Considering the projects 

environment, this deviation can point to the lack of commitment to the blueprinting 

phase, since it is a clear indication of lack of direction on the developments that 

needed to be completed, creating the need to take extensive iterations between teams 

for functionality clarification. This suggests that a better usage of the methodology, 
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considering its processes and quality gates, would be an opportunity for improvement 

that could have a direct impact on the performance of the teams. 

Additionally, in order to further understand opportunities for performance 

improvement on this organization the author conducted unstructured interviews to 3 

main stakeholders from the vendor side (Project Lead, Project Manager and Business 

Advisor). Based on the outcome from these interviews, the author was able to identify 

6 main opportunities for improvement: 

1. Improving and enhancing development environments - Currently, the data 

present in the Development Environment is outdated and incoherent, which leads to 

several errors during the testing phase. Although the software development and 

testing process is rigorous and demanding, it is also worth highlighting the absence of 

a pre-production environment as well as the right usage of a quality environment - the 

software created under development, if approved in the Change Advisory Board, 

often goes directly to production, creating a massive risk on operations and over 

stressing the support organization. This practice can potentiate problems and lack of 

quality in production, leading to defects and lowering the overall efficiency, being a 

clear opportunity for improvement 

2. Better management of project planning and expectations - Projects only start 

when the implementation deadline is already close, which is a serious project 

planning issue. To be noted that the organization still behaves in a very re-active way, 

suggesting a low maturity level. This re-active way of working, without a solid 

project planning and coherent processes, leads to several issues on the full life cycle 

of the project, while creating a much stressed working environment. Additionally, 

with the printed urgency in every project, is common to detect some miss alignment 

with the initial requirements, with solutions delivered that are not entirely compliant 

with the end customer expectations. 

3. Improve commitment of middle and top management - This is a recurring theme 

on several projects and, at the same time, one with high impact on performance. In 

this particular case the lack of commitment from management translates in the teams 

taking too many “educated guesses”, meaning that the teams proceed working without 

formal approvals or gate controls. This practice obviously leads to a lot of re-work as 

well as to applications that are not fully aligned with the objective of the project 

(sometimes with less functionalities, some other times with more functionalities than 

what was actually required) 

4. Improve responsibility mapping - Although a conscious effort is made to define 

responsibilities and stakeholders in all areas, cross-boundary activities often reach a 

"circular" situation - no one takes responsibility for one activity and forwards it to the 

next in line. This entropy on the organization leads to a massive amount of re-work 

activities as well as functionalities that are not fully aligned with requirements. 

5. Optimization of the collaboration between different teams/parties – In an 

environment with activities that can be considered as “cross-work streams”, the 

collaboration should be improved for a higher efficiency. To be noted that the 

knowledge sharing between teams is not ideal, which translates into a very low 

performance on some projects. It is also important to highlight that this issue occurs 

between every team of the project, but is an especially serious problem when the 

teams are from different vendors. 
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6. Optimize processes and deliverables (methodology) - The effort to create solid 

foundations for quality control of projects is explicit but flawed in some cases since 

the current process is too heavy and not supported by an appropriate single tool. 

Additionally, the process is not well controlled, meaning that the adherence to the 

defined methodology is, in some cases, below expectations. In example, the 

deliverables matrix is currently extensive and all deliverables are mandatory for each 

project, which in some cases can be seen as NAV activities (Non-Added Value).  

It is first interesting to observe that all the interviewees highlighted the processes 

and deliverables as an opportunity for improvement, which is fully aligned with the 

author’s analysis of the methodology. Although the author focused his analysis on the 

methodology usage itself, in order to reveal miss alignments with industry best 

practices, the 3 interviewees focused on processes and deliverables – This will be 

considered for the next chapter as the same opportunity for improvement, since the 

pain points that it causes can be considered as being the same. 

Furthermore, this exercise clearly suggest that there are still a few points to be 

improved in order to achieve a higher level of performance and hence an improved 

competitive advantage in this IT organization. These 6 main opportunities for 

improvement already point a clear path for improvement and suggest that the 

organization should get “Leaner” by reviewing some of its processes and practices, 

aiming to tackle several very clear pain points that could have a direct overall positive 

impact. 

 

5   Applying a Lean IT concept of Waste - DOWNTIME 

As previously presented on this paper, the Lean IT philosophy suggests 8 main 

sources of waste (DOWNTIME), that should be carefully analyzed and managed for 

an improved performance. In order to understand its relevance to practitioners, the 

author clustered with the help of the stakeholders all the opportunities for 

improvement identified on the previous chapter against the 8 types of waste as shown 

on Table 3. A deeper analysis of this clustering exercise reveals that the first 

identified opportunity for improvement, 1. Improving and enhancing development 

environments, is the source of 4 different types of waste (Defects, Waiting, 

Transportation and Motion). Further, the second opportunity for improvement, 2. 

Better management of project planning and expectations, translated directly in 4 

different sources of waste (Defects, Overproduction, Non value added processing and 

Motion). The following 2 opportunities for improvement – 3. Improve commitment of 

middle and top management and 4. Improve responsibility mapping - were interpreted 

as the root cause for the same 4 entries of DOWNTIME (Overproduction, Non value 

added processing, Inventory, Motion). Furthermore, the fifth opportunity for 

improvement of this case study, 5. Optimization of the collaboration between 

different teams/parties, has a direct relation with 3 sources of waste (Defects, Motion 

and Employee Knowledge). Finally, the last opportunity for improvement, 6. 

Optimize processes and deliverables (methodology), that comprises the findings from 

the methodology analysis and the findings from the unstructured interviews, revealed 
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to be the source of 3 types of waste (Non value added processing, Motion and 

Employee knowledge). 

Table 3.  Table view of Opportunities for improvement against DOWNTIME 

Opportunities for Improvement DOWNTIME Number of relations 

Improving and enhancing development 

environments 

Defects, Waiting, 

Transportation, Motion 
4 

Better management of project planning and 

expectations 

Defects, Overproduction, 

Non-Value added 

processing, Motion 

4 

Improve commitment of middle and top 

management 

Overproduction, Non-Value 

added processing, 

Inventory, Motion 

4 

Improve responsibility mapping 

Overproduction, Non-Value 

added processing, 

Inventory, Motion 

4 

Optimization of the collaboration between 

different teams/parties 

Defects, Motion, Employee 

knowledge 
3 

Optimize processes and deliverables 

(methodology) 

Non-value added 

processing, Motion, 

Employee knowledge 

3 

  

It is noteworthy that all the opportunities for improvement identified on this case 

study have a direct relation with at least 3 sources of waste from DOWNTIME. Some 

of them actually translate into several sources of waste, indicating a large potential for 

improvement. It is also revealing to understand that all the 8 types of waste suggested 

by Lean IT literature were present on the analyzed projects, reinforcing the idea that 

the organization can take several steps forwards in regards to its performance. It is 

also interesting to note that the source of waste that is more present on the analysis is 

“Motion”, a very typical root cause for low performance in low to medium maturity 

organizations, since it reflects a very “re-active” way of working rather than pro-

active, validating the authors initial comment regarding the organization’s maturity 

level. This direct relation between the identified opportunities for improvement and 

the waste sources from DOWNTIME suggests that a Lean mind-set would help on 

improving the overall performance of the organization, considering that one of the 

most important mind-sets created by a Lean philosophy is to consciously and 

constantly detect the origins of poor performance or waste – and it is this same mind-

set that could improve the performance of IT organizations and departments across 

the globe, unlocking their full potential. 

6   Conclusions 

Lean IT is still in a very early stage and the adoption of its principles by practitioners 

of the IT sector is not yet generalized. However, it is the author's belief that the 

concepts of Lean will also be widely adopted by Information Technology and the 
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results will be equally promising, as suggested by this paper. It is also necessary to 

highlight that Lean needs to be seen as a journey [7] and as such, as a mean and not 

an end. But the mindset can be adopted by most practitioners, especially by the 

Leadership teams, in order to start with some simple but meaningful changes as a 

starting point for a holistic Lean Transformation. In fact, it is the constant challenging 

of the methodologies, methods and techniques used on a daily basis, as well as a 

constant curiosity on how it could be done better that can unlock the full potential of 

an organization. This concept of constantly pursuing better performance is actually a 

fundamental principle of the Lean mind-set, although not easy to achieve since there 

is no “cookbook” or detailed roadmap for a Lean transformation [7]. The present 

study starts suggesting that a Lean mind-set can help IT organizations in taking some 

initial steps in that journey, especially in detecting and correcting waste sources. To 

be noted that all opportunities for improvement identified on this case study have a 

direct relation with DOWNTIME wastes, suggesting that an initiative that targets 

these sources would be able to considerably improve the efficiency and maturity of an 

organization, ultimately increasing its competitive advantage.  

 

7   Threats to Validity 

From the author’s perspective, the goal of this paper of better understanding if the 

adoption of a philosophy centered in Lean concepts would benefit an IT organization 

in regards to its performance as well as to validate some of the currently available 

Lean IT recommendations was achieved, yet with some limitations, especially when 

considering that this study might have some risks to its validity -  from an  external 

validity point of view, data representativeness risks should be considered since other 

organizations with different maturity levels might provide different findings. On the 

other hand, from an internal validity point of view, the generalization of the empirical 

findings poses a risk since other projects in other regions with different conditions 

might provide other findings. These risks also indicate that further research on the 

topic, with data collected from different projects in different organizations and 

regions could greatly benefit the academic community.  

 

8   Opportunities for future research 

Finally, the reader should note that there is already a considerable amount of 

literature on Lean philosophy, but literature on Lean IT topics is still limited on the 

academic sphere. It would be interesting to invest further efforts in understanding the 

benefits of a Lean mindset on IT organizations in order to close the current literature 

gap, especially if those studies focus on methodologies and agile methods, which 

seem to be a very good starting point for a holistic IT Lean transformation. On 

another note, to focus on pit falls and main risks of implementing a Lean mindset on 

IT organizations would also be an interesting path, considering that the literature has 
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not been focused on success factors over the past years. Also, and reinforcing the idea 

that the major benefit from a Lean transformation point of view is the consolidation of 

the full processes and life-cycle of products, some further research focused on other 

areas often related to IT projects or business transformation projects, such as 

organizational change management or end user training, would add significant value 

for researchers and practitioners. 
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Abstract. This work focuses on the analysis of different algorithms dedicated 

to the planning of trajectories in a quadcopter. The times and distances of the 

paths from one point to another have been evaluated autonomously, and the 

evaluation of the reactive algorithms Bug1, Bug2 and DistBug have been 

considered to carry out the planning of the quadcopter paths. From the 

experiments and metrics defined, the efficiency and robustness of the 

algorithms have been determined. To carry out the implementation of the 

experiments, we have chosen and evaluated an environment based on the Robot 

Operating System (ROS) and Gazebo development platform.  

Keywords: Bug Algorithm, Unmanned Aerial Vehicle, Robotic Software 

Framework, ROS. 

1   Introduction 

In recent years, Unmanned Aerial Vehicle (UAV) has been object of study for 

different researchers in the scientific community in order to develop tools that 

facilitate the tasks of repetitive, complex or dangerous work. For example, 

autonomous exploration in urban environments [1], exploration and generation of 

three-dimensional maps by autonomous devices of underground mines [2], support to 

rescue teams to avoid losses in case of landslides or when searching in inaccessible 

places [3], assistance in decision-making when high-risk situations occur [4, 5], 

among others. 

 

UAV is a vehicle capable of carrying out a mission without needing of a crew, 

although it does not necessarily exclude an operator on the ground. It is possible to 

classify UAVs in different ways, one of the most useful is based on their take-off, 

dividing vertical take-offs, also known as VTOL (Vertical Take-Off and Landing), 

which is the fastest growing sector [6], as non-vertical take-offs, known as CTOL 

(Conventional Take-Off and Landing). 

© Springer International Publishing AG 2018
J. Mejia et al. (eds.), Trends and Applications in Software Engineering,
Advances in Intelligent Systems and Computing 688,
https://doi.org/10.1007/978-3-319-69341-5_27

mailto:yadiraqui@uas.edu.mx
mailto:fernando.barrera.pincheira@gmail.com
mailto:ibv001@alumnos.ucn.cl
mailto:juan.bekios@ucn.cl


www.manaraa.com

 

In this sense, calculating the appropriate movements for a machine to reach a 

specific point in space is a great challenge, and involves the execution of complex 

algorithms to achieve this end, the study of the trajectory planning has been widely 

developed and an endless number of methods are known to give a suitable solution in 

time and computational cost, which motivates and justifies to perform a comparative 

analysis specifically for an aerial mobile robot, in order to demonstrate the viability 

and performance of the algorithms. Some works focus on the bug algorithm using 

visual topological maps in unmanned ground vehicle and unmanned aerial vehicle [7, 

8].  

 

This work focuses on the analysis of different algorithms dedicated to the planning 

of trajectories in a quadcopter, where the times and distances traveled from one point 

to another are evaluated autonomously avoiding obstacles to define the effectiveness 

and efficiency of the algorithms. The analysis has been done through tests in a 

simulated environment, which seeks to emulate the real behavior of robots in various 

environments. The simulator also allows not depending on parts or sensors that may 

imply a cost in time or money for its maintenance. The algorithms have been 

implemented in the ROS development platform, an open-source robotic operating 

system. ROS is oriented to the specific needs of robotic platforms using reusable and 

modular components. 

2   Robotic Software Framework 

One of the basic principles of Robotic Software Framework (RSF) is to run many 

programs or processes in parallel that must be able to exchange data synchronously or 

asynchronously. For example, a RSF needs to consult sensors of the robot at an 

established frequency (ultrasounds, temperature sensor, gyroscope, accelerometer, 

cameras, among others), to recover this data, to debug them, and to direct them to the 

processes that are dedicated to its processing (Speech processing, computer vision, 

SLAM). Finally, to act on the motors or other electromechanical devices. All this 

process is performed continuously and in parallel. In addition, the robotic operating 

system needs to contain an administrator to ensure efficient access to the robot 

resources. Currently in the RSF there is no standard, although one of the most used 

for prototyping in the robotic field is ROS. 

2.1   Robot Operating System 

ROS is an operating system for robots created by the research laboratory Willow 

Garage in collaboration with Stanford University, is an open-source initiative for the 

development of robotics [9]. ROS has different tools used during programming, 

simulation or execution of the robot tasks, such as: Stage, Gazebo, Rviz, TF Library, 

OpenCV, PointCloud Library, among others.  
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3   Navigation algorithm 

Reactive algorithms do not know the environment, their function is simply limited to 

the robot reaching the destination point, regardless that path found is optimal or not, 

an advantage of this type of algorithm is that it decreases the cost of complexity. In 

this sense, Bug algorithms are navigation methods for mobile robot using local 

planning. The Bug algorithms make three assumptions about the robot. First, the robot 

is considered a point in space. Second, the robot has the perfect location capability. 

And third, the robot has perfect sensors. Although these assumptions are not realistic 

in a real environment, Bug algorithms are considered as the simplest algorithms and 

the first step towards a solution to the navigation problem. Even often are used as a 

top-level monitoring element of a system. The most used and referenced in path 

planning in mobile robots are Bug1, Bug2, and DistBug algorithms. 

3.1   Bug1 algorithm 

Bug1 algorithm is the oldest algorithm for obstacle avoidance, it is very simple, it 

uses a minimum of memory and it does not undergo local minimums [10]. The 

execution procedure is simple, first, the robot moves along a line until it hits the i-th 

obstacle, defining a point Hi. Second, it begins to follow the edge of the i-th obstacle, 

in search of the goal in order to achieve the minimum distance. That is, it 

simultaneously calculates the distance from the current position to the destination, and 

finally, stores the point that has the minimum distance. 

3.2   Bug2 algorithm 

Bug2 algorithm is an improved version of Bug1; it is characterized because it can be 

run at any point on a continuous path. In this sense, the algorithm starts by generating 

a slope from initial position to the destination; the robot begins to follow it until it is 

interrupted by an obstacle. Once it is interrupted, it begins to follow the edge of the 

obstacle and recalculates the new slope from the new position until the new slope 

becomes equal to the original slope. Finally, when reaching the point that has the 

same slope as the previous one, it begins to move to the destination following the 

previous route generated. 

3.3  DistBug algorithm 

DistBug algorithm is an improved version of the Bug family, based on distance. That 

is, the robot travels the shortest distance to get better navigation and reach the 

destination in less time. Different behaviors are used to avoid obstacles, when the 

robot encounters an obstacle in the road, begins to follow it and simultaneously 

calculates the distance from current position to the destination. 
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4   Experiments and results 

One of the main problems of quadcopters is flight instability, which leads to loss or 

damage of device, especially in the first experimental tests. For this reason, the 

architecture used to carry out the experiments is necessary which covers the realistic 

flight dynamics, vision and range sensors, besides an easy integration as the robotic 

middleware ROS, Gazebo has been selected as a simulator since it has a variety of 

robots, both generic and commercial. 

4.1   Simulation environment 

The criteria considered for selecting the simulator were as follow: 

 

 License: Authorization that the author(s) grant to third to use his system, 

there are different types of licenses, commercial, free and gratuitous. 

Those lower-cost licenses are preferred. 

 Multi-platform Capacity that a project can be used in different operating 

systems. The fact that a system is multi-platform, gives it an additional 

quality, which makes it more versatile. 

 Complexity Indicates the difficulty that presents when using a simulator, 

either by its installation, programming, or use. The more complex a 

system becomes, greater number of people who avoid its use, so it 

receives less interest. 

 Information Simulator support found in books, web pages, forums, 

papers, etc. When there is more information (quality), there is a better 

handling of the subject, which also implies greater ability to solve 

problems and errors. 

 Simulated Robots Ability to simulate different types of robots. The 

availability of a greater number of robots or of those necessary for a given 

project, avoids the time invested in simulating a specific robot. 

 Supported languages Programming languages with which it is possible 

to work in a system. Having a greater number of languages facilitates the 

task to the programmers. 

 Physical motor Software capable of performing simulations of certain 

physical systems such as rigid-body dynamics, the movement of a fluid, 

etc. The better the physical engine of a simulator, the simulation will be 

more real and therefore better results can be obtained. 

 

Table 1 presents a summary of the evaluation obtained between the different 

simulators considered: Gazebo1, V-REP2 y MORSE3. Each of the criteria scored 

between 1 and 7, where 1 is the worst score and 7 is the best. 

                                                           
1 gazebosim.org 
2 coppeliarobotics.com 
3 openrobots.org/wiki/morse 
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Finally, we have selected Gazebo above V-REP (both obtained the same score) 

because we have considered that the licensing conditions are marginally better than 

V-REP. 

Table 1.  Evaluation of the chosen simulators.  

 Gazebo V-REP MORSE 

License 3 2 2 

Multi-platform 1 3 1 

Complexity 3 2 1 

Information (access 3 2 1 

Simulated robots 3 3 2 

Supported languages 2 3 1 

Physical motor 2 2 1 

TOTAL 17 17 9 

4.2   Design of the experiment 

The experiment consists of a set of different flight simulations for a quadcopter. This 

has to go from an initial point to an objective avoiding different obstacles. These 

simulations were run on three different maps Fig. 1), a number of times with different 

path planning algorithms. The algorithms selected were the reactive algorithms (Bug 

Family). Each map is defined as a grid that is divided into squares of 1 x 1 meter, this 

map format is used to facilitate the positioning of obstacles and the initial position of 

the quadcopter, in addition, it is the default format of the Gazebo simulator. The 

execution of the algorithms will have the execution time and the distance covered as 

metrics. 

 

      
   (a) Map A               (b) Map B             (c) Map C 

 

Fig. 1. Maps proposed 

4.3   Simulations 

The experiments were implemented on the ROS platform using the Gazebo 

simulator and encoded in the Python programming language. As mentioned, in tests 

six times each of the algorithms per map were executed. The objectives for each map 

that were defined can be seen in Table 2. In addition, the results obtained for the time 

metric are shown when executing the algorithms Bug1, Bug2, and DistBug. This 
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metric is based on the run-time and it is defined as the time it takes the quadcopter to 

reach the established goal. For the displacement metric the distance traveled is 

calculated, and is defined as the distance that quadcopter travels until to reach the 

goal. Table 2 shows the results obtained. It is clear that the run-time of Map C is 

higher because it has more obstacles. 

Table 2. Results obtained from the run-time and distance metrics for maps A, B, and C 

respectively. 

Map A Position Bug1 Bug2 DistBug 

Objectives (x, y) Time Distance Time Distance Time Distance 

1 (8.0,8.0) 173,351 33,109 86,476 16,279 75,254 13,728 

2 (7.0,9.0) 195,058 36,908 91,783 17,295 88,844 15,129 

3 (8.0,6.0) 163,367 30,860 62,166 12,079 58,862 11,264 

4 (6.0,6.0) 70,061 13,063 68,601 13,189 73,949 12,886 

5 (5.0,9.0) 201,64 37,522 101,031 18,830 92,888 16,718 

6 (3.0,7.0) 37,957 7,586 38,663 7,695 38,318 7,537 

 

Map B Position Bug1 Bug2 DistBug 

Objectives (x, y) Time Distance Time Distance Time Distance 

1 (3.0,6.0) 140,203 26,307 75,593 14,340 72,119 12,35 

2 (6.0,5.0) 124,198 23,468 49,868 9,503 59,003 8,867 

3 (9.0,5.0) 139,675 26,578 67,502 12,662 68,869 11,114 

4 (9.0,9.0) 278,681 52,394 120,756 22,515 102,781 18,087 

5 (5.0,9.0) 305,825 56,885 88,307 16,79 139,122 24,424 

6 (3.0,9.0) 158,101 29,897 97,544 18,482 82,72 15,416 

 

Map C Position Bug1 Bug2 DistBug 

Objectives (x, y) Time Distance Time Distance Time Distance 

1 (3.0,7.0) 249,597 45,663 147,849 25,735 102,633 16,583 

2 (3.0,3.0) 115,958 20,274 112,000 20,128 117,842 19,939 

3 (1.0,9.0) 299,435 53,245 217,269 38,27 137,479 22,336 

4 (6.0,8.0) 238,068 43,689 88,150 15,989 86,905 14,313 

5 (9.0,9.0) 304,334 55,697 115,274 20,559 111,633 18,929 

6 (9.0,5.0) 229,391 41,998 65,219 12,448 81,715 14,221 

 

In general, the results are similar for the Bug2 and DistBug algorithms, although, 

DistBug shows a significant improvement, because its characteristic is to move to the 

goal once it finds the opportunity to do so. In relation to the Bug1 algorithm the run-

time is much greater than the other algorithms because it completely surrounds the 

obstacle. Fig. 2 presents the results obtained in relation to evaluation of the average 

speed of displacement (m/sec). It can be observed that DistBug is marginally worse 

than Bug1 and Bug2 algorithms, because it requires a large computational load of 

both inputs and outputs in each iteration of motion. 
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(a) Map A 

  

 
(b) Map B 

 

 
(c) Map C 

Fig. 2. Average speed graphs for maps A, B, and C.  

 

Then, in Fig. 3 and Fig. 4 present the results obtained in Map A and Map C for 

each of the algorithms, for these simulations in general the results are similar, 

however, it can be clearly seen that the Bug1 algorithm performs navigation longer 
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than Bug2 and DistBug, because it completely surrounds the obstacle. In relation to 

the DistBug algorithm, it can be seen that it reaches the goal in less time. 

 

 

Fig. 3. Comparison of the paths generated by the robot for the Bug1, Bug2 and DistBug 

algorithms in map A.  

 

 

Fig. 4. Comparison of the paths generated by the robot for the Bug1, Bug2 and DistBug 

algorithms in map C. 

Additionally, an experiment has been carried out which includes a modification of 

the Bug2 algorithm, which in addition to its own performance, the possibility of 

overflying the obstacle was added. That is, when the robot encounters an obstacle in 

the path, it rises to find a new point where it is possible to move towards the target. In 

case it is not possible, the robot begins to follow the edge of the obstacle until to find 

a new point belonging to the imaginary line. Fig. 5 shows the simulation of 

quadcopter overflying the obstacle. If the results are compared with the Table 2 it can 

be noted that for map A and B the improvement is significant in terms of distance 

traveled (8,596 and 6,548 meters respectively). 
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Fig.  5. Simulation of the modified Bug2 algorithm. 

 

On the contrary, in the map C the distance traveled is much greater when the 

modified Bug2 algorithm is applied. That is, for environments with many obstacles 

those algorithms tend to fail. Finally, the values obtained in run-time are worse than 

the results obtained in the original algorithm, because the quadcopter tries to evade 

the wall by making an ascent. This operation has a cost in time especially if the 

algorithm decides not to continue ascending and return to the original position with 

the original version of Bug2 algorithm. 

Table 3. Results obtained from the run-time and distance metrics for maps A, B, and C 

respectively. 

Map Goal (x, y) Distance (m) Time (s) 

A (5, 9) 10,234 53,690 

B (5, 9) 10,242 54,689 

C (1, 9) 9.309 49,517 

5   Conclusions 

It has performed an evaluation on three different types of simulators for the 

development of tests in simulated environments. It has verified that it is possible to 

perform this type of tests in a simple development environment such as ROS and 

Gazebo. To achieve this goal, it has executed a set of flight simulations on a 

quadcopter using different trajectory planning strategies. Three reactive methods of 

Bug family have been considered as they offer a simple solution to go from an initial 

point to a target point. In addition, two metrics been defined based on run-time and 

distance traveled. According to the results obtained, it has been observed that there 

are obvious differences between the Bug1, Bug2, and DistBug algorithm. 

 

According to the results, Bug1 algorithm obtains the worst results in relation to the 

run-time and distance traveled metrics, on the other hand, Bug2, and DistBug show 

similar results. In the case of map C (which has a greater number of obstacles) 

DistBug has a better performance than the rest. Under these parameters, it can be said 

that DistBug algorithm performs better than Bug1 and Bug2 algorithms. However, 

when the average speed of displacement (m/sec) is considered, DistBug is marginally 

worse than Bug1 and Bug2 algorithms because DistBug is an easy code to implement, 

but it is difficult to perform for any robot due it requires a large computational load of 

both inputs and outputs in each iteration of motion. Finally, the modified Bug2 
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algorithm shows interesting previous results, and although these are inconclusive, it 

shows an interesting way to explore for the development of new reactive planning 

algorithms for aerial vehicles. 

 

It would be interesting to study the possibility of varying the speed of the 

quadcopter and implement simulations with evasion of mobile obstacles, this would 

imply faster reaction times in both the sampling and the quadcopter. Finally, to 

contrast the simulations in real environments, since although the simulators are 

becoming more realistic, they do not consider all the problems that are in a real 

environment. 
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